Staircase Formation by Resonant and Non-resonant Transport of Potential Vorticity
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The $E \times B$ staircase is a quasi-periodic pattern of pressure profile corrugations. In this work, we present a new mechanism for $E \times B$ staircase formation, that involves resonant transport versus non-resonant transport. We start from a potential vorticity evolution system and use quasi-linear theory, a model dispersion relation, and a bi-Lorentzian spectrum approximation, to construct the relation between the fluxes and the profiles. With these fluxes, we close the profile evolution equations and the extended turbulence intensity evolution equation, which together constitute a turbulence-profile evolution system. In this system, the Doppler effect from the $E \times B$ mean flow can cause resonance between trapped ion precession motion and the trapped ion mode, which drives a resonant transport contribution to the fluxes. The profiles will be flattened where the resonant transport is switched on. In contrast, for the regions of non-resonant transport, profiles are steeper. A quasi-periodic pattern of profile corrugation (the $E \times B$ staircase) spontaneously emerges in this system, which is the two states mentioned above, arranged as alternating layers in space. The feedback processes during the staircase pattern formation are identified. An estimate of the critical value of the boundary heat flux is obtained, above which staircase formation will be triggered. An estimate scaling of the step size in the staircase pattern is obtained. The resonant turbulent transport is also a mechanism for collisionless saturation of zonal flow. This work is related to internal transport barrier (ITB) formation and suggests some new scenarios, such as an enhanced confined L mode.

I. INTRODUCTION

Drift wave turbulence in confined plasma is now widely realized to be a self-regulating system. Indeed, the now classic “drift wave turbulence” problem has, over time, evolved into a pattern formation problem, with primary focus on understanding secondary structure, such as zonal flows\cite{1, 2} and avalanches\cite{3–5}. Interestingly, these two structures divide the possible states of profiles and transport into two classes, namely shearing and barrier formation for the former; and stronger transport driven by a scale independent distribution of mixing events for the latter. Of course, transport barriers can be viewed as localized regions of particularly strong enhancement of confinement, where profiles steepen sharply, and transport drops to near-neoclassical levels. Recently, awareness and interest in staircases have grown\cite{6–15}. In contrast to single barriers, staircases are quasi-periodic layered patterns, where regions of strong transport and profile flattening alternative with “mini-barriers”\cite{9, 13}, where profiles steepen. The mini-barriers are frequently (but not always) accompanied by zonal flow shear layers. The sequence of alternating profile flattening regions and mini-barriers loosely resembles a staircase, and is so named. It should be noted that staircases are a particular case of the general phenomenon of “layering”, which appears in, and is of quite general interest to, a wide variety of fields, such as double diffusive convection\cite{16–18}, oceanic mixing\cite{19, 20}, arctic ice structures\cite{21, 22}, etc.

The central question of layering and staircase formation is that of scale selection. Indeed, the physics of zonal flow scale is still unclear\cite{10, 23, 24}. Staircases result form inhomogeneous mixing process (as in potential vorticity homogenization), and are frequently linked to anti-diffusion (as for the Cahn-Hilliard equation)\cite{25–27} and self-sharpening of shears(as in jet formation)\cite{28, 29}. These processes play out in a variety of ways, in a wide variety of models. However, one particular approach - that of bi-stable mixing, developed by Balmforth et. al [30] (BLY) is of particular interest and relevance to staircase formation in drift wave turbulence and transport. The BLY theory is cast in a $K - \varepsilon$ framework and aims to calculate profiles and turbulence intensity, utilizing ideas from mixing length theory. The simple-but-novel feature of BLY is the interplay between mixing length scales, one of which is linked to the scale of excitation, and one of which is emergent and dependent upon the local gradient of the transported quantity. Examples of emergent scales are the Ozmidov scale\cite{31} in mixing and the Rhines scale\cite{32} in beta plane turbulence. Both these
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scales are defined by dynamic balance. Of course, it is
the interplay between these two scales of mixing which
allows the modelling of a staircase pattern, consisting of
layers of two characteristic regions. In the BLY model,
the transport flux is bistable and transport bifurcations
occur at the interfaces between steps(regions of flattening)
and jumps(mini-barriers). The interplay of the two
scales naturally realizes the concept of “inhomogeneous
mixing”. BLY-type models have been very successful in
describing turbulent mixing in stratified fluids and have
recently been extended to drift wave turbulence[9, 33].

Virtually all approaches to the layering problems have
been in the context of hydrodynamics models and prob-
lems. Yet confined plasmas are collisionless, the turbu-
lence is kinetic and mixing can occur via resonant wave-
particle interactions. Particles orbit stochasticity is fun-
lence is kinetic and mixing can occur via resonant wave-

In this paper, we present a novel approach to stair-
case formation in a turbulent, collisionless plasma, due
to the interplay of resonant and non-resonant diffusion.
Of course, $D_{res} \neq D_{non-res}$, so the two processes mix
at different rates. We develop the theory in the context
of the Darmet model[34–36] of trapped-ion drift wave and
ion temperature gradient (ITG) turbulence. The Darmet
model is perhaps the very simplest drift wave-type model
which manifests resonant transport (due to the magnetic
precession drifts), zonal flows, resonant transport of vor-
ticity (due to wave resonance with $E \times B$ flows) as well as
the usual hydrodynamic transport mechanisms familiar
in drift wave turbulence. It is simple but representative.
A key element of the staircase formation story is that
the wave-particle resonance is set by the difference be-
 tween $\omega$ and $\omega_{Di} + \omega_Z$, where $\omega$ is the wave frequency,
$\omega_{Di}$ is the precession frequency and $\omega_Z$ is the zonal or
$E \times B$ frequency. Should $\omega_Z$ vary, due to the spatial
structure of the zonal flow defined by the mean vortici-
ity balance. $\omega - \omega_{Di} - \omega_Z$ will then vary between zero
(i.e. resonant) and finite (i.e. non-resonant) limit. Con-
sequently, heat transport then also varies between reso-
nant and non-resonant states, thus allowing layering.
In a sense, one may think of this theory as a parallel to the
two scale approach of BLY, with instead two diffusivi-
ties, resonant and non-resonant, obtained for the spe-
cified case of the Darmet model. And of course, stripe
formation - analogous to layering - is a familiar outcome
of Turing pattern formation, which involve two unequal
diffusivities[37]. Needless to say, the ratio $D_{res}/D_{non-res}$
is crucial to the model we present here.

The theory consists of coupled equations for heat trans-
port, zonal vorticity and potential enstrophy (which gives
the fluctuation intensity). Transport coefficients are de-
rivied by quasilinear theory. Since transport is driven
by $|\psi|^2$ which is derived from potential enstrophy by a
Green’s function and which is thus spatially smooth, we
focus on the temperature and vorticity equations as the
essential staircase model. These are solved for (fixed)
flux boundary conditions. Two types of regions emerge
form the solution:

1. Type I → peaked profile layers, manifesting non-
   resonant transport

2. Type II → flat profile spots, manifesting resonant
   transport

Together, these two define the staircase. The step scale
is $\propto \delta_b$, the banana orbit width. The conditions for
staircase formation are derived. The role of proximity
to marginal stability is discussed at length.

The remainder of this paper is organized as follows.
Section II presents and discusses the Darmet model as a
potential vorticity (PV) conserving system. The trans-
port fluxes, both resonant and non-resonant, are calcu-
lated in section III. The flux model is simplified in section
IV, which is where the important approximations are dis-
cussed. Section V presents the analysis of staircase for-
imation, and gives the key results. The trigger criterion
for staircase onset is derived. Key feedback loops are
traced. Section VI gives a discussion and conclusions.

II. A POTENTIAL VORTICITY CONSERVING SYSTEM

For the study of low-frequency ($\omega < \omega_b < \Omega_i$) turbu-
lence in a tokamak, the gyro phase and bounce phase in
the kinetic distribution function can be averaged. This
leads to a double phase averaged distribution function $\tilde{f}$,
which is three dimensional in the phase space with depend-
ence on $\psi, \alpha, E$. Here $\psi$ and $\alpha$ are the radial and angle
coordinates, and $E$ is the energy or velocity coordinate.
$\tilde{f}$ is determined by the kinetic equation[34–36]:
\[
\partial_t \tilde{f} + \Omega_D E \partial_\alpha \tilde{f} - [J_0 \psi, \tilde{f}] = 0
\]
(1)
where $[F,G] = \partial_\alpha F \partial_\psi G - \partial_\psi F \partial_\alpha G$, and $J_0$ is a gyro-
and bounce-averaging operator. Here $\Omega_D E$ is the preces-
tion frequency of trapped particles, and $\Omega_D$ is assumed
to be constant. Because the length scales after phase av-
ersing are the banana width and gyro-radius (both of
which exceed the Debye length), the Poisson equation is
replaced by the quasi-neutrality constraint $n_i = n_e$.

Then a decomposition to the phase-averaged distribu-
tion function $\tilde{f}$ is possible:
\[
\tilde{f} = \langle f \rangle - \langle f \rangle \frac{q_{i,c} \psi}{T_{i,c}} + h_{i,c}
\]
(2)
where $\langle f \rangle$ is the mean distribution and varies only in $\psi$,
$-\langle f \rangle q_{i,c} \psi/T_{i,c}$ is the adiabatic response part of $\tilde{f}$,
and $h_{i,c}$ is the non-adiabatic part. Here we assumed
\( |q_i \phi/T_{i,c}| \ll 1 \). We also need to recognize the zonal portion \( \phi_Z = \langle \phi \rangle_\alpha \), and the fluctuating portion \( \delta \phi \) of \( \phi \). The adiabatic response portion in Eq. (2) should only be specified for the fluctuation portion, i.e. in the simple form: \( \bar{n}_{i,c}/n_0 = -q_{i,c}(\phi - \langle \phi \rangle_\alpha)/T_{i,c} \). Substituting the the decomposition of the distribution function into the quasi-neutrality condition, we have,

\[
\frac{2}{n_0} \int_0^\infty J_0 \left[ \frac{q_T}{T_i} (\phi - \phi_Z) (f_i) + h_i \right] \sqrt{E dE} + \sum_{C \phi} \frac{q_T}{T_i} = \frac{2}{n_0 \sqrt{\pi}} \int_0^\infty J_0 \left[ \frac{q_T}{T_e} (\phi - \phi_Z) (f_e) + h_e \right] \sqrt{E dE} - \sum_{C \phi} \frac{q_T}{T_e}
\]

(3)

where \( \sum_{C \phi} \) accounts for the polarization - caused by the density difference between the double-averaged centers and actual particles. We apply the normalization below:

\[
\bar{E} = \frac{E}{T_0}, \quad \hat{\omega} = \omega_0 t, \quad \hat{\psi} = \frac{\psi}{L_\psi}, \quad \hat{\phi} = \frac{\phi}{L_\psi \omega_0}, \quad \hat{\Omega}_D = \frac{\Omega_D T_0}{\omega_0}
\]

where \( \omega_0 \) is the typical precession frequency, \( L_\psi \equiv a R_0 \beta_0 \) is the box size in magnetic flux unit, \( \Omega_D T_0 \) has the same unit of \( \omega_0 \). Such normalization will not change the essential form of Eq. (1) and Eq. (3), but change \( q_i/T_i \) to \( \omega_0 L_\psi q_i/T_i \). So we will neglect the notation “\( \cdot \)” in the following derivations.

Eq. (3) could be included in Eq. (5), a kinetic quasi-neutrality equation, whose R.H.S. is determined only by the non-adiabatic particle distribution functions \( h_{i,c} \). Meanwhile, the non-adiabatic distribution function \( h_i \) satisfies the kinetic equation Eq. (4):

\[
\partial_t h_i + \Omega_D E \partial_t h_i - \left[ \hat{\phi}, -C_i(\phi - \phi_Z)(f_i) + h_i \right] = \partial_t (C_i(\phi - \phi_Z)(f_i)) + \partial_a(\phi - \phi_Z) \partial_a(f_i)
\]

(4)

\[
C_{ad} = C_{ad} / 2 \int J_0 h_i \sqrt{E dE} - \int J_0 h_e \sqrt{E dE}
\]

(5)

Here \( C_i = \omega_0 L_\psi q_i/T_i \), \( C_{ad} = C_i (1 + \tau)/\sqrt{E dE} \), \( \tau = T_i/T_e \), \( \bar{\Delta} \) represents the double-phase-averaged potential. \( \bar{\Delta} = a/R \) is the inverse aspect ratio, and \( \sqrt{E dE} \) is the fraction of trapped particles. In the kinetic quasi-neutrality Eq. (5), we can assume adiabatic electrons, i.e. \( h_e = 0 \), and neglect the \( \bar{\Delta} \) term. Eq. (4)-(5) are called the Darmet model, and its variants are used in reduced gyro-kinetic simulations of trapped ion mode (TIM) and interchange-like turbulence[34-36, 38, 39]. The Darmet model can be viewed as the minimal kinetic system for drift wave turbulence, which contains wave-particle resonance effects. The fact that the TERESA code (based on the Darmet model) can produce a staircase profile [40] is evidence that the Darmet model contains the physics for staircase formation.

As we first pointed out in Ref.[41], Eq.(4)-(5) can be written as a potential vorticity conserving system. Below, we will show how.

First, taking the derivative of Eq.(5) with respect to time, the non-adiabatic contribution in the R.H.S. becomes \( \partial_t h_i \). Using Eq.(4) to eliminate \( \partial_t h_i \), and doing the energy integral, yields,

\[
\partial_t \left[ C_e(\phi - \phi_Z) - C_i \Delta \phi \right] = -\frac{3 \Omega_D}{2 T_0} \partial_a \bar{T}_i + \left[ \phi, -C_i \frac{\sqrt{E dE}}{\sqrt{2E_0}} (\phi - \phi_Z) + \bar{n}_i/n_0 \right]
\]

(6)

where \( C_e = C_i \tau / \sqrt{E_0} \), and we simply take \( J_0 \phi = \bar{\Delta} \phi \). When doing the integral of \( \langle f_i \rangle \), we encounter the factor \( 1/\sqrt{E_0} \), because \( \langle f_i \rangle \) is the distribution function of all particles, including both passing and trapped. Remember that \( \phi_Z \equiv \langle \phi \rangle_\alpha \), so we write \( \phi = \bar{\Delta} \phi + \phi_Z \), where \( \phi \) is due to \( n \neq 0 \) trapped ion modes. After replacing \( \bar{n}_i \) with Eq.(5), we can separate the results into two equations according to symmetry[42-44], as below. The subscript \( i \) in \( \Delta_s \) is neglected.

\[
\left( \frac{\partial}{\partial t} + \bar{V} \cdot \nabla + \Omega_Z \cdot \nabla \right) C_i \Delta \phi = \frac{3 \Omega_D}{2 T_0} \partial_a \bar{T}_i - iC_e(\omega - \omega_Z + \frac{\omega_i}{\tau}) \phi - C_i \bar{V}_\psi \partial_\psi (\bar{\Delta} \phi_Z)
\]

(7)

\[
\frac{\partial}{\partial t} \left( C_i \bar{\Delta} \phi_Z \right) = C_i \langle \nabla \phi \times z \cdot (\nabla \bar{\Delta} \phi) \rangle_\alpha + C_i \partial_\psi (\bar{\Delta} \phi_Z)
\]

(8)

where \( \bar{V} = -\nabla \bar{\Delta} \phi \times z \), \( \Omega_Z = -\nabla \phi_Z \times z = \partial_\psi \phi_Z \partial_\phi \). The Doppler shift effect terms are \( \omega_i = \mathcal{E} \partial_\psi \ln(n_i) \), \( \omega_i = \mathcal{E} \partial_\psi \ln(T_i) \), \( \omega_Z = \mathcal{E} \phi \partial_\psi \phi \). The magnetic field is included in \( \partial_{\psi} = -B_\psi R \partial_\sigma \), where \( r \) is the minor radius and \( R_0 \) is the major radius. It’s obvious that Eq.(7)-(8) are the evolution equations for vorticity and “zonal vorticity” (or flow shear). In Eq.(7), the second term on the R.H.S can be combined with the L.H.S., yielding an evolution equation for \( \bar{\Delta} \phi \), which has a structure similar to the Hasegawa-Mima equation [45]. Eq.(8) shows that zonal vorticity evolves according to Reynolds force, as expected. Clearly, Eq.(7) and (8) are not a closed system. We need to determine how the fluctuating temperature \( \bar{T}_i \) on the R.H.S of eq.(7) evolves.

An evolution equation for \( \bar{T}_i \) is required to close the system. We can substitute the full \( \bar{f}_i \) and \( \phi \) into the kinetic Eq.(1), and then obtain the temperature evolution by taking the energy moment, i.e. \( \frac{2}{3} \bar{V} \partial_{\psi} \bar{f}_i \partial_{\psi} \bar{E} \). Then separating the result according to symmetry, we
have:
\[ \sqrt{2\varepsilon_0} \left( \partial_t + \ddot{\mathbf{V}} \cdot \nabla + \Omega Z \cdot \nabla \right) \bar{T}_i = -i(\omega - \omega_Z - \omega_{stn} - \omega_{stT})/(\bar{T}_i)(\mathcal{C}_t + \bar{\phi}) \]
(9)
\[ \frac{\partial}{\partial t} \left( \left( \bar{T}_i + \langle n_i \rangle \right) \right) = \sqrt{2\varepsilon_0} \left( \nabla \tilde{\phi} \times \dot{\tilde{z}} \cdot \nabla \tilde{T}_i \right) \alpha \]
(10)
\[ = -e_{\varepsilon_0} \partial_\phi \left( \bar{\nabla}_{\phi} \tilde{T}_i \right) \alpha \]

From Eq.(7) to Eq.(10), the system is closed. We will neglect \( \omega_{stn} \) and \( \langle n_i \rangle \) by assuming large \( L_n = \partial_\phi \langle n \rangle \) due slow variation of mean density. In other words, the mean density gradient is neglected in our model. Notice the similarity between Eq.(7) and Eq.(9), which means they can be written in a simpler form. First, multiply the above equations (9)-(10) by \( \tau/(\sqrt{2\varepsilon_0} \bar{T}_i) \). Then subtract the two vorticity equations (7)-(8) from equations (9)-(10), respectively. After these steps, we have:
\[ \frac{\partial}{\partial t} \left( \frac{\tau}{\sqrt{2\varepsilon_0}} \ln \langle T_i \rangle - C_t \Delta \phi_Z \right) = \left( \nabla \tilde{\phi} \times \dot{\tilde{z}} \cdot \nabla \left( \frac{\tau}{\sqrt{2\varepsilon_0}} \bar{T}_i \right) - C_t \Delta \phi \right) \alpha \]
(11)
\[ \frac{d}{dt} \left( \frac{\tau}{\langle T_i \rangle} \bar{T}_i - C_t \Delta \phi \right) = -\frac{3}{2} \Omega_D e_{\varepsilon_0} \partial_\phi \bar{T}_i - \bar{\nabla} \cdot \nabla \left( \frac{\tau}{\sqrt{2\varepsilon_0}} \ln \langle T_i \rangle - C_t \Delta \phi_Z \right) \]
(12)
Finally, the two equations above can be written as evolution equations for mean and fluctuating potential vorticity (PV).
\[ \partial_t \langle q \rangle = \left( \nabla \tilde{\phi} \times \dot{\tilde{z}} \cdot \nabla \delta q \right) \alpha = -\partial_\phi \left( \bar{\nabla}_{\phi} \delta q \right) \alpha \]
(13)
\[ \frac{d}{dt} \delta q = -3 \Omega_D e_{\varepsilon_0} \partial_\phi \bar{T}_i - \bar{\nabla} \cdot \nabla \langle q \rangle \]
(14)
where the total potential vorticity \( \langle q \rangle + \delta q \) is defined as,
\[ \langle q \rangle = \frac{\tau}{\sqrt{2\varepsilon_0}} \ln \langle T_i \rangle - C_t \Delta \phi_Z \]
(15)
\[ \delta q = \frac{\tau}{\langle T_i \rangle} \bar{T}_i - C_t \Delta \phi \]
(16)
and
\[ \frac{d}{dt} \frac{\partial}{\partial t} \bar{\nabla} \cdot \nabla + \Omega Z \cdot \nabla \]

Eq.(13)-(14) are the system for PV we first obtained in Ref.[41], where the total PV is conserved up to the curvature drift. Potential vorticity is the extension of vorticity. The PV perspective is very powerful for studies of quasi-geostrophic (QG) theory[46–49] and magnetic fusion plasma[45, 50–52]. Since the goal of this paper is to study profile evolution, we study the mean PV evolution Eq.(13), which contains both the mean temperature and the mean vorticity profile contributions. But Eq.(13) is determined by the PV flux on the R.H.S., where PV flux has contributions from both \( \bar{T}_i \) and \( \bar{\phi} \). Therefore it will connect the PV flux to the heat flux and vorticity flux, which require the knowledge from Eq.(7) and Eq.(9). So even though Eq.(13)-(14) are tidy, they are not very useful for the study of profile evolution. The better way is to use Eq.(7)-(10) instead. All in all, the fact that the full evolution Eq.(7)-(10) is actually a PV-conserving system is indeed interesting.

III. MEAN FLUXES

The ultimate goal of this paper is to study \( E \times B \) staircases, i.e. quasi-periodic patterns in \( \langle T \rangle \) and \( \phi_Z \). Through our PV conserving system in the previous section, we know that the mean profile evolution follows the equations below:
\[ \frac{\partial}{\partial t} \ln \langle T \rangle = -\sqrt{2\varepsilon_0} e_{\varepsilon_0} \bar{T}_i \bar{\nabla}_x \bar{\nabla}_y \]
(17)
\[ \frac{\partial}{\partial t} \left[ \Delta \phi \right] = -\partial_\phi \left( \bar{\nabla}_x \bar{\nabla}_y \phi \right) \]
(18)
where we change the notation into \( (\psi, \alpha) \rightarrow (x, y) \) for the purpose of simplicity. The evolutions of mean profiles are determined by the fluxes on the R.H.S. A frequently used approach for obtaining fluxes is the quasi-linear (QL) approximation, which approximates the flux by connecting two fluctuation quantities using a (quasi-)linear relation. Since we already included all the evolution of the fluctuating quantities in the PV conserving system Eq.(7)-(10), we can easily obtain the quasi-linear fluxes. Before the derivation, we define some quantities as below:
\[ \bar{\Omega}_D = \frac{3}{2} \frac{\Omega_D}{C_t} \bar{\omega}_{stn} = 0, \tau = \frac{T_i}{T_c} = 1, \bar{T} = \frac{\bar{T}_i}{\langle T_i \rangle} \]
\[ C_e = \frac{C_t \tau}{\sqrt{2\varepsilon_0}}, A = \frac{C_e}{C_t} = \frac{\tau}{\sqrt{2\varepsilon_0}} \]
The first step to obtain the QL fluxes is applying a Fourier transformation to the fluctuating evolution Eq.(7) and Eq.(9).

For the evolution Eq.(7) related to \( \bar{\phi} \), we note the possibility of writing a conservative equation for fluctuation quantity, \( \bar{U} \equiv A \bar{\phi} - \bar{\Delta} \bar{\phi} \). This is similar to the potential vorticity evolution defined by the Hasegawa-Mima equation[45]. Conservation of \( \bar{U} \) is broken by the fluctuating temperature and curvature drift, and zonal potential. With quantities we defined above, Eq.(7) is written as:
\[ \frac{\partial}{\partial t} \left( \bar{\nabla} \cdot \nabla + \Omega Z \cdot \nabla \right) \Delta \bar{\phi} = \bar{\Omega}_D \partial_\phi \bar{T} - i A (\omega - \omega_Z) \bar{\phi} - \bar{V}_z \partial_\phi \bar{\nabla} \bar{\phi}_Z \]
(19)
Writing the evolution in terms of \( \bar{U} \), gives:
\[ \frac{\partial}{\partial t} \left( \Omega Z \cdot \nabla \right) \left( A \bar{\phi} - \Delta \bar{\phi} \right) - \bar{V}_z \cdot \nabla \left( \Delta \bar{\phi} \right) = -\bar{\Omega}_D \partial_\phi \bar{T} + \bar{V}_z \partial_\phi \bar{\nabla} \bar{\phi}_Z \]
(20)
The direct Fourier transforming of Eq.(20) gives the quasi-linear relation of \( \dot{\phi} \) linking to \( \bar{T} \):

\[
(-i\omega + ik_y \Omega_Z) \dot{\phi}_k = -\frac{\Omega_D}{A + k_\perp} i k_y \bar{T}_k - \frac{\partial_x \vec{\Omega}_Z}{A + k_\perp} i k_y \dot{\phi}_k
\]

where \( k_\perp^2 = \delta_0^2 k_x^2 + \rho_0^2 k_y^2 \) and we dropped the convective nonlinear terms.

Similarly for \( \bar{T} \), below:

\[
\sqrt{2\varepsilon_0} \left( \partial_t + \bar{V} \cdot \nabla + \Omega_Z \cdot \nabla \right) \bar{T} = -i(\omega - \omega_Z - \omega_{\ast n} - \omega_{\ast T}) C_i \dot{\phi}
\]

A trick we used here is to replace \(-i(\omega - \omega_Z) \dot{\phi}\) in the R.H.S. of above with Eq.(21), since \( \Omega_Z = \partial_x \phi_Z, \omega_Z = k_y \Omega_Z \). Then the quasi-linear form of the \( \bar{T}_k \) equation is:

\[
\left[ -i\omega + ik_y \left( \Omega_Z + \frac{C_i \Omega_D}{\sqrt{2\varepsilon_0} A + k_\perp^2} \right) \right] \bar{T}_k = -\frac{i k_y \dot{\phi}_k}{\sqrt{2\varepsilon_0}} \left( C_i \frac{\delta_0^2 \partial_x^2 \phi_Z}{A + k_\perp^2} - \partial_x \ln(T) \right)
\]

where we dropped the nonlinear convective terms, too. We now have obtained the quasi-linear expressions for both \( \dot{\phi}_k \) and \( \bar{T}_k \).

In the following context, we will give the formulations of the heat flux and the vorticity flux. The heat flux can be easily obtained from the quasi-linear expressions Eq.(23). But it could be risky to directly use Eq.(21) to obtain quantities like \( \langle \ddot{\phi} \rangle \), since it will eliminate the important contribution from the zonal vorticity. So we will use the potential vorticity flux to assist to ensure the accuracy, since the full PV \( \langle q \rangle + \delta q \) in Eq.(13)-(14) is conserved.

### A. Heat flux \( \langle \bar{V}_x \bar{T} \rangle \)

The QL heat flux is easy to obtain. First, we have the formula below, from Eq.(24):

\[
<\bar{V}_x(k)\bar{T}> = \frac{i \dot{\bar{V}}_x(k) \omega - k_y \Omega_Z}{\Omega_Z + \frac{C_i \Omega_D}{\sqrt{2\varepsilon_0} A + k_\perp^2}} \sqrt{2\varepsilon_0} \times \left( C_i \frac{\delta_0^2 \partial_x^2 \phi_Z}{A + k_\perp^2} - \partial_x \ln(T) \right)
\]

Then multiply \( \bar{V}_x(-k) \) on both sides:

\[
\langle \bar{V}_x \bar{T} \rangle_k \simeq \frac{i \omega - k_y \Omega_Z}{\Omega_Z + \frac{C_i \Omega_D}{\sqrt{2\varepsilon_0} A + k_\perp^2}} \times \langle \bar{V}_x^2 \rangle_k \frac{1}{\sqrt{2\varepsilon_0}} \left( C_i \frac{\delta_0^2 \partial_x^2 \phi_Z}{A + k_\perp^2} - \partial_x \ln(T) \right)
\]

The results can be separated into three parts: a response function \( R = i/(\omega - k_y \Omega_Z - k_y \Omega_D b_k) \), the turbulence intensity \( \langle \bar{V}_x^2 \rangle_k \), and the drive from both mean temperature gradient and mean vorticity gradient. The form of the response function shows the possibility of a resonant response, which occurs when the dominator vanishes. This will lead to resonant transport which appears in the next section. The turbulence intensity term needs more analysis to be determined. We will use several models and a turbulence intensity evolution equation to address this in the next section. In the third part, since \( C_i \sim |q_r \phi|/\bar{T} \ll 1 \), the contributions from the vorticity gradient are seemingly small and are often neglected. But, we keep it here. The important role it plays in \( E \times B \) staircase formation will be revealed in the following parts of this paper.

### B. Vorticity flux \( C_i \langle \bar{V}_x \bar{\Delta} \phi \rangle \)

The next flux which needs to be calculated is the vorticity flux. Though we already have the \( \phi \) evolution equation, directly using \( A\dot{\phi} - \bar{\Delta} \phi \) to obtain \( \bar{V}_x \bar{\Delta} \bar{\phi} \) can lose some important physics. Here we use the potential vorticity flux so as to retain the necessary physics processes. This follows since the total PV in Eq.(13)-(14) is conserved. We have \( \langle \bar{V}_x \delta q \rangle = \langle \bar{V}_x (\bar{T} - C_i \bar{\Delta} \bar{\phi}) \rangle = \langle \bar{V}_x \bar{T} \rangle - C_i \langle \bar{V}_x \bar{\Delta} \phi \rangle \), where we set \( \tau = 1 \). So it’s natural to obtain \( C_i \langle \bar{V}_x \bar{\Delta} \phi \rangle \) from \( \langle \bar{V}_x \bar{T} \rangle - \langle \bar{V}_x \delta q \rangle \).

The expression of fluctuating potential vorticity \( \delta q \) can be easily obtained from Eq.(14). Notice we absorbed factors \( 3/2 \) and \( C_i \) into \( \bar{\Omega}_D \) here.

\[
\delta q_k = \frac{C_i \bar{\Omega}_D k_y \omega - k_y \Omega_Z}{\omega - k_y \Omega_Z} \frac{k_y}{\sqrt{2\varepsilon_0}} \langle \bar{V}_x \rangle_k - \frac{i \partial_x \langle q \rangle}{\omega - k_y \Omega_Z} \bar{V}_x(k)
\]

Then multiply by \( \bar{V}_x(-k) \) on both sides of above,

\[
\langle \bar{V}_x \delta q \rangle_k \simeq \frac{k_y}{\omega - k_y \Omega_Z} C_i \bar{\Omega}_D \langle \bar{V}_x \bar{T} \rangle_k - \frac{i}{\omega - k_y \Omega_Z} \langle \bar{V}_x^2 \rangle_k \left( \frac{1}{\sqrt{2\varepsilon_0}} \partial_x \ln(T) - C_i \partial_x \bar{\Delta} \phi Z \right)
\]

where the definition of mean PV in Eq.(15) is used. The vorticity flux, according to the previous discussion, is ob-
tained below:

\[
C_i (\bar{V}_x \Delta \phi) = (\bar{V}_x T)_{k} - (\bar{V}_x \delta q)_{k} \\
= \langle \bar{V}_x \rangle_k \frac{\partial_x \ln(T)}{\sqrt{2\xi_0}} \left( 1 - \frac{1}{\sqrt{2\xi_0}} \frac{1}{A + k^2} \right) \\
\times \left( \omega - k_y \Omega_Z \right) \left[ \omega - k_y \left( \frac{\Omega_Z + C_i \Omega_D}{\sqrt{2\xi_0}} \frac{\Omega_D}{A + k^2} \right) \right] \\
- C_i (\bar{V}_x^{2})_k \partial_x \Delta \phi_Z \left( 1 - \frac{1}{\sqrt{2\xi_0}} \frac{1}{i} \frac{1}{A + k^2} \right) \\
\times \omega - k_y \left( \Omega_Z + C_i \frac{\Omega_D}{A + k^2} \right)
\]

For simplicity, we let,

\[
a_k \equiv 1 - \frac{1}{\sqrt{2\xi_0}} \frac{1}{A + k^2} = 1 - \frac{1}{\sqrt{2\xi_0}} \frac{1}{\sqrt{2\xi_0} + k^2} > 0 \\
b_k \equiv \frac{C_i}{\sqrt{2\xi_0}} \frac{1}{A + k^2}
\]

Then,

\[
\langle \bar{V}_x \Delta \phi \rangle_k \\
= \partial_x \ln(T) \frac{ik_y C_i \Omega_D a_k (\bar{V}_x^{2})_k}{\omega - k_y \Omega_Z - k_y b_k \Omega_D} \\
- C_i \partial_x \Delta \phi_Z \frac{ia_k (\bar{V}_x^{2})_k}{\omega - k_y \Omega_Z - k_y b_k \Omega_D}
\]

Equation (27) gives the vorticity flux. It contains the response function, turbulence intensity spectrum, temperature gradient and mean vorticity gradient. Notice the response function for the temperature gradient is different from the response functions for the vorticity gradient. It has two propagator contributions \((\omega - k_y \Omega_Z)\) and \((\omega - k_y \Omega_Z - k_y b_k \Omega_D)\).

- From Eq.(21), the response function for \(\phi\)-like quantities to \(T\) is \(i/(\omega - k_y \Omega_Z)\).
- From Eq.(23), the response function for \(T\) to \(\phi\)-like quantities is \(i/(\omega - k_y \Omega_Z - k_y b_k \Omega_D)\).

In the correlation \(\langle \bar{V}_x \Delta \phi \rangle\), there is a portion from the \(\phi\) linearly responds to \(\bar{T}\) with the propagator \(i/(\omega - k_y \Omega_Z)\). Then the \(\bar{T}\) linearly responds to a \(\phi\)-like quantity with the propagator \(i/(\omega - k_y \Omega_Z - k_y b_k \Omega_D)\). Finally, the linear transfer with two propagators leads to the two contributions of the response function in the first term of the R.H.S of Eq.(27).

The quasi-linear expressions of fluxes Eq.(25) and Eq.(27) are in \(k\) space, so we can sum them over \(k\) to obtain the real space flux. Before summation, we notice that the response function for the fluxes, for instance,

\[
R = i/(\omega - k_y \Omega_Z - k_y \bar{b}_k \Omega_D) \\
\text{can result in resonant transport (when resonance conditions satisfied). This will bring some interesting phenomena, as we will discuss later. Here we take the vorticity flux Eq.(27) as an example to show what the fluxes in real space will be like.}
\]

C. Non-res and resonant transport

For the vorticity flux expression Eq.(27), after summation in \(k\) space, we can define two transport coefficients as:

\[
\chi_1 = \Re \sum_k \left[ \tilde{V}_x(k) \right]^2 \frac{ik_y C_i \bar{b}_D a_k}{(\omega - k_y \Omega_Z)\omega - k_y \Omega_Z - k_y \bar{b}_k \Omega_D} \\
\chi_2 = \Re \sum_k \left[ \tilde{V}_x(k) \right]^2 \frac{i a_k}{\omega - k_y \Omega_Z - k_y \bar{b}_k \Omega_D}
\]

where \(\Re\) represents the real part. \(\chi_1\) corresponds to the contribution from the temperature profile gradient. \(\chi_2\) corresponds to the contribution from the mean vorticity gradient. By separating \(\omega = \omega_R + i\gamma\), we can isolate the resonant and non-resonant portions of the transport coefficients:

\[
\chi_1^{nres} = \sum_k \left[ \tilde{V}_x(k) \right]^2 \frac{\eta(k_y C_i \bar{b}_D a_k (\omega_R - k_y \Omega_Z - k_y \bar{b}_k \Omega_D)}{\omega - k_y \Omega_Z} \\
+ \sum_k \left[ \tilde{V}_x(k) \right]^2 \frac{i a_k}{\omega - k_y \Omega_Z - k_y \bar{b}_k \Omega_D} \sim 0
\]

\[
\chi_2^{nres} = \sum_k \left[ \tilde{V}_x(k) \right]^2 \frac{\eta(k_y C_i \bar{b}_D \pi \delta(\omega - k_y \Omega_Z) a_k}{\omega - k_y \Omega_Z} \\
+ \sum_k \left[ \tilde{V}_x(k) \right]^2 \frac{i a_k}{\omega - k_y \Omega_Z - k_y \bar{b}_k \Omega_D} \sim 0
\]

Interestingly, after decomposition, we see that the resonant portion of \(\chi_1\) has two parts with opposite sign. The exact value of \(\chi_1^{nres}\) depends on the spectrum structure and resonant wave numbers. A cancellation in \(\chi_1^{nres}\) will surely make it smaller than other resonant transport coefficients, i.e. the resonant contribution from temperature gradient is small. So we assume \(\chi_1^{nres} \sim 0\) hereafter for simplicity, which means: in the flux of vorticity, there is no resonant contribution from the temperature gradient. Therefore, the quasilinear form of vorticity flux may written as:

\[
\langle \bar{V}_x \Delta \phi \rangle_y = \chi_1^{nres} \frac{\partial_x \ln(T)}{\sqrt{2\xi_0}} - (\chi_2^{nres} + \chi_2^{res}) C_i \partial_x \Delta \phi_Z
\]

The heat flux can also be obtained directly – there will be both resonant and non-resonant contributions from
temperature gradient and mean vorticity gradient:

\[
\langle \vec{V}_x T \rangle_y = -\left( \chi_3^{\text{res}} + \chi_3^{\text{rem}} \right) \frac{1}{\sqrt{2\varepsilon_0}} \frac{\partial}{\partial x} \ln \langle T \rangle,
\]

\[
+ \left( \chi_4^{\text{rem}} + \chi_4^{\text{res}} \right) \frac{C_i}{\sqrt{2\varepsilon_0}} \frac{\partial}{\partial x} \bar{\phi} Z
\]

\( (29) \)

D. Turbulence Intensity evolution equation

In expressions Eq.(25) and Eq.(27), apart from the contribution of profile gradient, there are also contributions from turbulence intensity \( \langle \vec{V}_x (k) \rangle \) or equivalently \( \langle \phi^2 \rangle_{\kappa} \). In our previous study [41], we already discussed the turbulence intensity evolution characterized by \( \langle \phi^2 \rangle \), in which we first derived the evolution of \( \langle U^2 \rangle \), then applied the Green’s function and transformed \( \langle U^2 \rangle \rightarrow \langle \phi^2 \rangle \). We dropped the effects of \( \Delta \phi Z \) and approximated the influence of heat flux with a constant linear growth in Ref.[41]. Now, with the quasi-linear fluxes, we can obtain a more complete turbulence intensity evolution equation characterized by \( \langle U^2 \rangle \) as below:

\[
\frac{1}{2} \left\{ \left( \frac{\partial}{\partial t} + V_z \cdot \nabla \right) \left( A \phi - \bar{\phi} \right)^2 \right\} = -\Omega_D \langle T \left( A \vec{V}_x - \delta_x \vec{V}_x \right) \rangle - \delta_x \partial_x \partial_t \langle V_x \rangle \partial_x \bar{\phi} Z
\]

\[
+ \frac{1}{2} \left\{ A \langle \nabla \phi^2 \rangle \left( \nabla \Delta \phi \cdot \vec{z} \right) + \langle \nabla \left( \Delta \phi \right)^2 \right\} \nabla \phi \cdot \vec{z} \right\}
\]

\( (30) \)

Equation above comes from Eq.(20), which is fundamentally the evolution equation for potential enstrophy \( \langle \phi^2 \rangle \) (derived from potential vorticity \( \vec{U} \equiv \vec{A} \phi - \bar{\phi} \)). The first term in the R.H.S of Eq.(30) is similar to the heat flux, the second term is related to vorticity flux (or Reynolds stress by the Taylor Identity) and mean vorticity gradient. The third term is a complex nonlinear term. Since we already obtained the heat flux and vorticity flux in a previous subsection, the first two terms in the R.H.S. of Eq.(30) can be dealt using the same approach. More details can be found in Appendix B. As for the third term, from our previous study [41], it contains nonlinear diffusion and nonlinear scattering effects. We apply the model of Ref.[41] here and simplify it to a nonlinear diffusion term \( D_U \partial_x \partial_t \langle U^2 \rangle \) and a nonlinear damping term \( \langle U^2 \rangle \nu_{NL}/L_z^2 \), where \( D_U \propto \langle \bar{\phi}^2 \rangle \), \( \nu_{NL} \) is a parameter for nonlinear damping, \( L_z \) is limited by gyro-radius and banana orbit width. The damping represents transfer to small scale dissipation. We will try to improve this approximation of the third term in future work. Applying all these approximations to Eq.(30), we obtain Eq.(31) as:

\[
\frac{1}{2} \frac{\partial}{\partial t} \langle U^2 \rangle = \frac{\partial}{\partial x} D_U U \frac{\partial}{\partial x} \langle U^2 \rangle - \nu_{NL} \langle U^2 \rangle
\]

\[
+ \frac{\partial}{\partial x} C_i \langle \chi_5^{\text{rem}} + \chi_5^{\text{res}} \rangle \frac{\partial}{\partial x} \langle T \rangle
\]

\[
- \frac{\partial}{\partial x} C_i \langle \chi_6^{\text{rem}} + \chi_6^{\text{res}} \rangle \frac{\partial}{\partial x} \langle \Delta \phi Z \rangle
\]

\[
- \frac{1}{C_i} \chi_1^{\text{rem}} \langle \frac{\partial}{\partial x} \langle T \rangle \rangle \langle \Delta \phi Z \rangle
\]

\[
+ \left( \chi_2^{\text{rem}} + \chi_2^{\text{res}} \right) \left( \frac{\partial}{\partial x} \langle \Delta \phi Z \rangle \right)^2
\]

\( (31) \)

where the expressions for \( \chi_5 \) and \( \chi_6 \) can be found in the Appendix B. After solving Eq.(31) and obtaining \( \langle U^2 \rangle \), we use the Green’s function to obtain \( \langle \phi^2 \rangle = G_x \otimes \langle U^2 \rangle \). This will give us the turbulence intensity we need to calculate the transport coefficients.

Recalling the mean profile evolution equation at the beginning of this section Eq.(17)-(18), we put the vorticity flux and heat flux into them to obtain:

\[
\frac{\partial}{\partial t} \langle \Delta \phi Z \rangle = -\frac{\partial}{\partial x} \left( \frac{1}{C_i} \chi_1^{\text{rem}} \frac{\partial}{\partial x} \langle T \rangle \right)
\]

\[
+ \frac{\partial}{\partial x} \left( \chi_2^{\text{rem}} + \chi_2^{\text{res}} + \nu_c \right) \frac{\partial}{\partial x} \langle \Delta \phi Z \rangle
\]

\( (32) \)

\[
\frac{\partial}{\partial t} \langle \ln \langle T \rangle \rangle = -\frac{\partial}{\partial x} \left( C_i \left( \chi_4^{\text{rem}} + \chi_4^{\text{res}} \right) \frac{\partial}{\partial x} \langle \Delta \phi Z \rangle \right)
\]

\[
+ \frac{\partial}{\partial x} \left( \chi_3^{\text{rem}} + \chi_3^{\text{res}} + \chi_{\text{neo}} \right) \frac{\partial}{\partial x} \langle \ln \langle T \rangle \rangle
\]

\( (33) \)

Here we added two terms \(-\nu_c \) is collisional dissipation for mean flow, and \( \chi_{\text{neo}} \) is the neoclassical thermal diffusion. In our model, both terms are small compared to turbulent transport. With Eq.(31)-(33), the turbulence-profile evolution system we need for studying the \( E \times B \) staircase begins to take shape. But obviously, there are many transport coefficients to be determined. The system is not yet solvable. The next step is further simplification of the transport coefficients.

IV. MODELLING THE TRANSPORT COEFFICIENTS

We obtained the flux required for mean profile evolution in previous section. As we can see, there are still a lot of transport coefficients that need to be simplified. The goal of this section is to construct an appropriate model of the transport coefficients and determine the resonance condition. Let’s continue to focus on \( \chi_3 \) as an example.
Results for other coefficients can be found in Appendix B.

\[
\chi_{3\text{-res}}^n = \sum_{k} \left[ \tilde{V}_x(k) \right]^2 \frac{|\gamma|}{|\omega - k_y \Omega_Z - k_y b_k \Omega_D|^2} \tag{34}
\]

\[
\chi_{3\text{-res}}^\alpha = \sum_{k} \left[ \tilde{V}_x(k) \right]^2 \pi \delta(\omega - k_y \Omega_Z - k_y b_k \Omega_D) \tag{35}
\]

The straightforward way to simplify the expressions above is by working out the analytical expression for the summation or integral. To implement this approach, we will need two ingredients: the dispersion relation \(\omega(k)\) and the spectrum \(\langle |\phi|^2 \rangle_k\). Luckily, these two conditions can be supplied by appropriate models.

The dispersion function can be obtained from the Darment model Eq.(4)-(5), as in Appendix A. By numerically solving this dispersion function, we then obtain the dispersion relation, which can be modeled approximately as below (more details in Eq.(A16), Eq.(A17) in the Appendix A):

\[
\omega_R = R \Omega_D k_y, \quad \gamma = AR \Omega_D k_y (k_{y,\text{max}} - k_y) \tag{36}
\]

Here the real frequency is simply proportional to \(k_y\), and the growth rate is modelled as a parabolic function of \(k_y\). \(R\) is a constant \(\sim 2.3\), and \(A\) and \(k_{y,\text{max}}\) are parameters fit to the numerical results. For convenience, we set \(A = \rho_i/\sigma, k_{y,\text{max}} = 1/(\mu \rho_i)\). Since the effect of \(k_x\) and \(\kappa_T\) on the real frequency is small, we dropped their dependence here, for simplicity.

For convenience, after truncating at high wave numbers, we can apply a bi-Lorentz spectrum[53], here:

\[
|\tilde{\phi}|^2_{k_x, k_y} = \frac{|\tilde{\phi}_{0}|^2}{\pi^2 \Delta k_x \Delta k_y} \times \frac{1}{\left[ 1 + \left( \frac{k_x - k_{x,0}}{\Delta k_x} \right)^2 \right] \left[ 1 + \left( \frac{k_y - k_{y,0}}{\Delta k_y} \right)^2 \right]} \tag{37}
\]

To work out the integral, we need to connect the two models above. There are two sets of parameters for the models,

1. \((k_{x,\text{max}}, k_{y,\text{max}}, A)\) for the dispersion relation
2. \((k_{x,0}, k_{y,0}, \Delta k_x, \Delta k_y)\) for the spectrum

We can connect the second set of parameters to the first set by setting:

\[
k_{x,0} = \alpha_x k_{x,\text{max}}, \quad \Delta k_x = \beta_x k_{x,\text{max}} \tag{38}
\]

\[
k_{y,0} = \alpha_y k_{y,\text{max}}, \quad \Delta k_y = \beta_y k_{y,\text{max}} \tag{39}
\]

We should have \(\alpha_x, \beta_x < 1\), \(\alpha_y, \beta_y < 1\). We can take \(\alpha = 0\) for simplicity. These connection parameters will not affect our conclusions. And again, we emphasize we set \(A \sim \rho_i/\sigma, k_{y,\text{max}} = 1/(\mu \rho_i)\), for convenience. With all the above, the dispersion relation model Eq.(36) and spectrum model Eq.(37) now can be used in calculating the transport coefficients like Eq.(34)-(35). Let’s continue our journey to simplify \(\chi_3\).

A. Simplification of non-resonant coefficients

For coefficient \(\chi_{3\text{-res}}^n\), the summation Eq.(34) in \(k\) will be transformed into an integral, then we plug the models Eq.(36) into it. \(|\tilde{\phi}|^2_{k_x, k_y}\) is a bi-Lorentz spectrum Eq.(37). The result reads as:

\[
\chi_{3\text{-res}}^n = 2 \int_0^{k_{x,\text{max}}} \int_0^{k_{y,\text{max}}} |\tilde{\phi}|^2_{k_x, k_y} \times \frac{Ak_y (k_{y,\text{max}} - k_y)}{R \Omega_D \left[ 1 + A^2 (k_{y,\text{max}} - k_y)^2 \right]} dk_x dk_y \tag{40}
\]

where we set the upper boundary of integral as \(k_{x,\text{max}}\) and \(k_{y,\text{max}}\). Then using the connection parameters we defined, we can work out the integral analytically. The result is long and tedious, as shown on the Appendix B. But luckily, we find that the principal term in the result is determined by the \(\mu^2 \sigma^2\) related terms. From the dispersion relation (in Appendix A), we know \(\mu \sigma\) is between \(\mathcal{O}(1) - \mathcal{O}(10)\). So we keep the largest terms in \(\mu^2 \sigma^2\), then the ultimate approximation for \(\chi_{3\text{-res}}^n\) is:

\[
\chi_{3\text{-res}}^n \sim \frac{|\tilde{\phi}_{0}|^2 \mu^2 \sigma^2}{\Omega_D \rho_i \left[ (\mu^2 \sigma^2 + 1 + \beta^2)^2 \right]} \tag{41}
\]

As for the other transport coefficients, we normalize all of them to \(\chi_{3\text{-res}}^n\), then we obtain the list below:

\[
\chi_{1\text{-res}}^n = \vartheta \chi_{3\text{-res}}^n \tag{42}
\]

\[
\chi_{2\text{-res}}^n = \vartheta \chi_{3\text{-res}}^n \tag{43}
\]

\[
\chi_{4\text{-res}}^n = \sqrt{2\pi} (\tau - \vartheta) \chi_{3\text{-res}}^n \tag{44}
\]

\[
\chi_{5\text{-res}}^n = \frac{1}{\sqrt{2\pi}} (\tau + \vartheta) \chi_{3\text{-res}}^n \tag{45}
\]

\[
\chi_{6\text{-res}}^n = \chi_{3\text{-res}}^n \tag{46}
\]

Where \(\vartheta \equiv \sqrt{2\pi} \Theta_{\text{max}} C < 1\) is a constant we defined in Appendix B. Now, all non-resonant transport coefficients are simplified.

B. Simplification of resonant coefficients

For the resonant transport coefficients like \(\chi_{3\text{-res}}^r\), we just need to find the resonant condition, i.e. the solution of the \(\delta\) function, and replace those resonant \(k_{\text{res}}\) in the spectrum function. As in the previous subsection, we normalize all other coefficients to \(\chi_{3\text{-res}}^r\).

1. Resonant condition

The resonance condition in Eq.(35) is:

\[
\delta \left( \omega_R - k_y \Omega_Z - \frac{C_i \Omega_D k_y}{\tau + \sqrt{2\pi} \sigma \left( k_{x,\text{res}}^2 + \rho_i^2 k_y^2 \right)} \right) \tag{47}
\]
Here $\Omega_D = 3\Omega_D/(2C_i)$, $\omega_R$ is the real frequency of modes. We know from the dispersion relation in Appendix A, that the real frequency can be well fit by:

$$\omega_R = \frac{R_1 k_y \Omega_D}{1 + R_2 (\rho^2 k_y^2 + \delta^2 k_y^2)} \approx Rk_y \Omega_D$$  \hspace{1cm} (48)

Here $R_2$ is much smaller than 1, $R \approx 2.36$, as shown in Eq.(A16). Putting the expression for real frequency above, into Eq.(47), we can obtain the $k_{res}$ that match the resonant condition. Notice the match condition is determined primarily by $\delta^2 k_x^2 + \rho^2 k_y^2$, so we can define it as a quantity like:

$$\Theta_{res} \equiv \delta^2 k_{x, res} + \rho^2 k_{y, res}$$  \hspace{1cm} (49)

Then from the resonance condition Eq.(47), we know the resonant wave numbers $(k_x, k_y)$ must satisfy:

$$\Theta_{res} = \frac{\Omega_D (R \tau - 1.5) - \tau \Omega_Z}{\sqrt{2\varepsilon_0 (\Omega_Z - R \Omega_D)}}$$  \hspace{1cm} (50)

After looking carefully at the resonance condition above, we notice all the parameters on the R.H.S. are constants, except $\Omega_Z = \partial_x \phi_Z$. Note here $\Omega_Z$ connects the resonance condition to the mean flow profile! We plot the relation between $\Theta_{res}$ and $\Omega_Z$ in FIG. 1. Different lines in FIG. 1 represent the varying of fit parameters $R$, for testing parameter sensitivity.

![FIG. 1: $\Theta_{res}$ and $\Omega_Z$. On a range of $\Omega_Z$ the resonance can exist. The threshold for resonance existence is approximately $\Omega_Z \gtrsim \Omega_D$. And when $\Omega_Z$ is too big ($\sim 1.5 \Omega_D$), the resonance condition $\Theta_{res} > 1$ is not satisfied. Different lines represent the variation of $R$ in Eq.(36).](image)

From the dispersion relation Eq.(A15), there is

$$\Theta_{max} \equiv \delta^2 k_{x, max}^2 + \rho^2 k_{y, max}^2 = \frac{1}{\mu_x^2} + \frac{1}{\mu_y^2} \sim 1$$  \hspace{1cm} (51)

Therefore all the other $\Theta$ must satisfy $\Theta < \Theta_{max} \sim 1$, including $\Theta_{res}$. As we show in the FIG. 1, to make resonance possible, there must be $\theta < \Theta_{res} < 1$, thus $\Omega_Z/\Omega_D$ must lie approximately between 1 and 1.5. So as long as $1 < \Omega_Z/\Omega_D < 1.5$, there will be some $(k_{x, res}, k_{y, res})$ to satisfy the resonance condition mentioned above. Alternatively, $1 < \Omega_Z/\Omega_D < 1.5$ can be regarded as the resonance condition!

The mechanism to connect the resonance condition to the $E \times B$ mean toroidal flow is simple. In this paper, the trapped ion precession velocity $\Omega_D$ is set as a constant. The energy dependence is absorbed by normalization $\Omega_D = \Omega_D T_0/\omega_0$ in section II. The fluctuating energy dependence in precession velocity is reflected by the terms like $\Omega_D \beta$, for example the first term in the R.H.S. of Eq.(7). The phase velocity of the trapped ion mode is $R \Omega_D$, where $R \approx 2.36$ from Appendix A. Notice there is a natural gap between the precession velocity and phase velocity. When $E \times B$ mean flow $\Omega_Z \sim \Omega_D$, the trapped ion precession will resonant with TIM with the additional increment of the Doppler shift from the mean flow.

2. Simplification of coefficients

Returning to those resonant transport coefficients $\chi^{res}$, when the condition $1 < \Omega_Z/\Omega_D < 1.5$ is satisfied, there will be some $(k_{x, res}, k_{y, res})$ which fulfill the resonance condition Eq.(50). Rewriting the summation in Eq.(35) as an integral, and putting these $(k_{x, res}, k_{y, res})$ into it, we obtain Eq.(B17) as shown in Appendix B. Let $\theta_{res} = \sqrt{2\varepsilon_0} \Theta_{res}$, and we finally have the list for resonant transport coefficients, as below:

$$\chi^2_{res} \sim \theta_{res} \chi^3_{res}$$  \hspace{1cm} (52)

$$\chi^3_{res} = |\phi_0| \sqrt{k_{x, res}^2 + \beta^2} \frac{\beta^2}{\mu_y \rho_b} |\beta_y (\Omega_Z + \Omega_D)|$$  \hspace{1cm} (53)

$$\chi^4_{res} \sim \sqrt{2\varepsilon_0} (1 - \theta_{res}) \chi^3_{res}$$  \hspace{1cm} (54)

$$\chi^5_{res} \sim \frac{1}{\sqrt{2\varepsilon_0}} (1 + \theta_{res}) \chi^3_{res}$$  \hspace{1cm} (55)

And remember that all the resonant transport coefficients exist only when the condition $1 < \Omega_Z/\Omega_D < 1.5$ is satisfied.

Now, we already have all the turbulent transport coefficients that appear in the model Eq.(31)-(33). Theoretically, we can solve for the profile evolution with all the ingredients including. For the convenience of calculation, we now introduce a unified $\chi$ model.

C. A unified $\chi$ model

Let’s extract the turbulence intensity from the coefficients. Here we still take $\chi_3$ as an example. We define
two quantities $\chi^n$ and $\chi^i$:

\[
\chi_3^{n-\text{res}} = \frac{|\tilde{\phi}_0|^2 \mu^2 \sigma^2}{\Omega_D \rho_i \left(\mu^2 \sigma^2 + 1 + \beta_3^2\right)} \equiv \chi^n |\tilde{\phi}_0|^2 \tag{56}
\]

\[
\chi_3^{\text{res}} = \frac{|\tilde{\phi}_0|^2 k_{n,\text{res}}^2 \beta_2}{\beta_2^2 + \mu^2 \Theta_{\text{res}} \left|\beta_y\left(\Omega_Z + \Omega_D\right)\right|} \equiv \chi^i |\tilde{\phi}_0|^2 \tag{57}
\]

$\chi_{3}^{\text{res}}$ exists if and only if $\Omega_D < \Omega_Z < 1.5 \Omega_D$. As for other coefficients, we simply set $\tilde{\vartheta} = \vartheta_{\text{max}} = \vartheta_{\text{res}}$. Considering $\mu^2 \sigma^2 \sim 10$, there should be

\[
\chi^i/\chi^n \sim \frac{(\mu^2 \sigma^2 + 1 + \beta_3^2)^2}{\mu^2 \sigma^2} \sim \mathcal{O}(10) - \mathcal{O}(10^2) \tag{58}
\]

In another word, the resonant coefficients are approximately 10 to 100 times bigger than the non-resonant coefficients. From the definition, we know that $\mu \sigma = (\Lambda \kappa_{y,\text{max}})^{-1}$, so the ratio of resonant to non-resonant transport is roughly the square of the ratio between real frequency and growth rate:

\[
\chi^i/\chi^n \sim \frac{1}{\Lambda^2 k_{y,\text{max}}} \sim \frac{\Omega_D^2}{\Lambda^2 \Omega_D^2 k_{y,\text{max}}} \sim \frac{\omega_R^2}{\gamma^2} \tag{59}
\]

Conventional wisdom would give $\chi^i/\chi^n \sim \omega_R/\gamma$ here. The difference comes from the calculation of Lorentzian spectrum with TIM dispersion relation, as we did, in which the mode structure plays a larger role than for the usual quasi-linear results. With this additional information concerning the ratio, it would be convenient to define a piecewise function $\chi \equiv (\chi^n + \chi^i)|\tilde{\phi}_0|^2$ with $tanh$ functions as FIG. 2, where $\chi^n = 1$, $\chi^i = 100$. This unifies the non-resonant and resonant transport coefficients Eq.(56) and Eq.(57). For the consideration of smooth numerical calculation, we set a “bandwidth” $w_\Omega = 0.2$ around the thresholds $\Omega_Z = \Omega_D$, as in FIG. 2.

---

**FIG. 2:** A piecewise continuous function of $\chi$ v.s. $\Omega_Z$ as a transport coefficient model. When $\Omega_Z$ is not in the range of resonant condition, $\chi = \chi^n |\tilde{\phi}_0|^2$; when $1 < \Omega_Z/\Omega_D < 1.5$, $\chi = \chi^i |\tilde{\phi}_0|^2$. $w_\Omega$ is the “bandwidth” of the threshold we set for convenience.

---

**D. On the Near Marginality Hypothesis**

In this subsection, we give a short discussion on the problem of “near marginality”. The resonant transport coefficients we defined in this paper are large enough to quickly relax $\kappa_T$ (or $1/L_T$) to a very low level, and even below the critical gradient $\kappa_T^c$ for TIM instability (as determined in Appendix A). This brings a causality problem: when the temperature gradient is not big enough to excite the instability and turbulence, there should be no turbulent transport coefficients. There are two possible ways to address this issue.

The first way is to ansatz that the physical processes will organize a so-called near-marginal state of the profile. When $\kappa_T < \kappa_T^c$, all the turbulent transport coefficients $\rightarrow 0$ and the neoclassical transport is not negligible. On the contrary, when $\kappa_T \gtrsim \kappa_T^c$, turbulent transport coefficients increase dramatically. This is equivalent to the oft-encountered “stiff profile state”. Then the temperature profile gradient will balance dynamically near the critical value $\kappa_T^c$. Of course, further detailed study is required to determine “how near is ‘near’?”

The second way is to consider the nonlocality of turbulence. Noticing the arguments above are all based upon the picture of local turbulence – the local gradient excites local instability; local instability then evolves to local turbulence, which feeds back upon the local gradient. But there is evidence for nonlocality in plasma turbulence[41, 54–57]. From this perspective, $\kappa_T < \kappa_T^c$ locally will not necessarily cause a zero level of turbulence and turbulent transport coefficients, because nonlocal excitation or turbulence spreading can bring a finite level of turbulence to regions with $1/L_T \rightarrow 0$.

A quantitative understanding of near marginality of profiles is an unsolved question, that requires extensive simulation and experimental studies, which are beyond the scope of this paper. So we introduce the hypothesis in this paper that: the regions of low $\nabla T$ caused by resonant transport in our model are actually at a near marginal state, for which the temperature gradient is near the threshold of instability Eq.(A14).

---

**V. PROFILE EVOLUTION: FORMATION OF $E \times B$ STAIRCASES**

So far, we have obtained the fluxes and transport coefficient models required for solving the evolution equations (31)-(33). The whole process is summarized in the derivation flow charts FIG. 3 and FIG. 4. The next steps are solving the system and studying the evolution of the profiles. More specifically, we will introduce a constant flux drive at the boundaries. This yields a so-called flux-driven system. Under certain conditions, the system will evolve a quasi-periodic pattern of profiles. The basic feedback loops in this system are discussed. Then we determine when the staircase forms and the parameters that control the basic characteristics of staircase.
\[ \frac{\partial}{\partial t} \ln(T) = -\sqrt{2\varepsilon_0} \frac{\partial}{\partial x} \langle eV_x eT \rangle + \chi_{\text{neo}} \frac{\partial^2}{\partial x^2} \ln(T) \]

(\langle eV_x eT \rangle \sim R)

\[ \omega - k_y \Omega_x - b_k \bar{\Omega}_D \]

\[ \langle eV_x^2 \rangle \sim \frac{\partial}{\partial x} \Delta \phi (\ldots) - \frac{\partial}{\partial x} \ln(T) (\ldots) \]

(\chi_n^{\text{res}} + \chi_\Omega^{\text{res}}) \frac{\partial}{\partial x} \Delta \phi (\ldots) - (\chi_n^{\text{res}} + \chi_\Omega^{\text{res}}) \frac{\partial}{\partial x} \ln(T)

Equation (61)

\[ \chi_{\text{model}} \]

Fig. 3: Derivation flow chart for heat flux. From the evolution equations of fluctuation quantities Eq.(7) and Eq.(9), we construct the quasi-linear expression for the heat flux. Both the mean vorticity gradient and the temperature gradient contribute to the heat flux. Res- and non-resonant portions of the transport coefficients are separated. A transport coefficient model is used to unify all coefficients and simplify the expressions. Quasi-linear heat flux close the evolution equation of \( \ln(T) \) and results in Eq.(61).

A. Equations and boundary conditions

As the derivation flow charts show, we put all the simplifications of coefficients Eq.(56), Eq.(57) and fluxes into the profile evolution equations. Finally, we obtain:

\[ \frac{\partial}{\partial t} \langle \Delta \phi \rangle = -\frac{\partial}{\partial x} \left( \frac{1}{C_i} \chi \frac{\partial}{\partial x} \Delta \phi + \nu \frac{\partial^2}{\partial x^2} \Delta \phi \right) \]

\[ \frac{\partial}{\partial x} \ln(T) = -\frac{\partial}{\partial x} \left[ C_i \sqrt{2\varepsilon_0} (1 - \chi) \frac{\partial}{\partial x} \langle \Delta \phi \rangle \right] \]

\[ \frac{\partial}{\partial x} \langle \tilde{\phi} \rangle = \chi_n^{\text{res}} \frac{\partial}{\partial x} \ln(T) \]

\[ \chi_{\text{model}} \]

Equation (60)

Here \( \chi(\Omega_x) \) is the piecewise function we defined that includes resonant and non-resonant transport, as Fig. 2. Boundary conditions are necessary for solving the equations above. We choose the simplest ones:

\[ \frac{\partial}{\partial x} \Delta \phi \bigg|_B = 0 \quad (62) \]

\[ \frac{\partial}{\partial x} \ln(T) \bigg|_B = \kappa_T^B = \text{Const.} \quad (63) \]

\[ \frac{\partial}{\partial x} \langle \tilde{\phi} \rangle \bigg|_B = 0, \quad \text{or} \quad \frac{\partial}{\partial x} \langle \tilde{\phi}^2 \rangle \bigg|_B = 0 \quad (64) \]

Most gradients of quantities at boundaries (\( x = 0 \) and \( x = 1 \)) are set to 0. Notice the temperature gradient at the boundaries is set to a control parameter, i.e. \( \kappa_T^B \), where \( \kappa_T = \partial_x \ln(T) \). So the boundary heat flux will drive the system evolution, corresponding to a “Flux-driven” system. The boundary temperature gradient \( \kappa_T^B = \kappa_T^I + \Delta \kappa_T \) contains the initial value \( \kappa_T^I \) and the increment \( \Delta \kappa_T \). Since \( \Delta \kappa_T \) determines the increment of heat flux driven at the boundaries, it can be called the “net drive” or “free energy” that passes through the system.

Recall that we used the piecewise function \( \chi \equiv (\chi^n + \chi^\Upsilon) |\tilde{\phi}_0|^2 \) as the coefficient model, as in Fig. 2. Here, in order to keep the notation concise, we hereafter take the \( \chi^\Upsilon \) that appears in the following equations to be \( \chi^\Upsilon |\tilde{\phi}_0|^2 \). \( \chi \) is a function of \( \Omega_x = \partial_x \phi \), therefore we need to set boundary conditions for \( \Omega_x \), which are:

\[ \Omega_x \bigg|_B = 0 \quad (65) \]

Note that \( \chi \) is a function of the turbulence intensity \( |\tilde{\phi}_0|^2 \). To obtain \( |\tilde{\phi}_0|^2 \), we include the evolution equation for
\( \tilde{U}^2 \) from Eq. (31):
\[
\frac{1}{2} \frac{\partial}{\partial t} \langle \tilde{U}^2 \rangle = \frac{\partial}{\partial x} D_U \frac{\partial}{\partial x} \langle \tilde{U}^2 \rangle - 3 \frac{\Omega_D}{2} \frac{\omega}{\omega_0} \chi \frac{\partial}{\partial x} (\Delta \phi_Z) \\
+ \frac{3}{2} \frac{\Omega_D}{2 \epsilon_0 C_i} (1 + \vartheta) \chi \frac{\partial}{\partial x} \ln \langle T \rangle \\
- \frac{1}{C_i} \phi \chi^n \left( \frac{\partial}{\partial x} \ln \sqrt{T} \right) \left[ \frac{\partial}{\partial x} (\Delta \phi_Z) \right] \\
+ \vartheta \chi \left[ \frac{\partial}{\partial x} (\Delta \phi_Z) \right]^2 - \frac{\nu_{NL}}{l_z} \langle \tilde{U}^2 \rangle^2 
\]
(66)

Here \( \nu_{NL} \) is a parameter for nonlinear saturation of turbulence, and \( l_z \) is the radial scale length of turbulence intensity [41]. Then we obtain \( \langle \tilde{\phi}^2 \rangle \) from \( \langle \tilde{U}^2 \rangle \) by:
\[
\langle \tilde{\phi}^2 \rangle = \int_{-\infty}^{\infty} G_2(x - x') \langle \tilde{U}^2 \rangle(x') \, dx' 
\]
(67)

here the Green’s function is defined as:
\[
G_2(x) = \mathcal{F}^{-1} \left\{ \frac{1}{(A + k^2)^2} \right\} \\
= \frac{1}{2} \sqrt{\frac{\pi}{2A^3}} \left( e^{-\sqrt{A}|x|} + \sqrt{A}|x| e^{-\sqrt{A}|x|} \right) 
\]
(68)

with \( A \equiv \tau/\sqrt{2 \epsilon_0} \). Boundary conditions for turbulence intensity are set in Eq. (64). Then we assume \( |\tilde{\phi}_0|^2 \sim \langle \tilde{\phi}^2 \rangle \) here.

We expect the saturated turbulence intensity to be roughly around the gyro-Bohm level, i.e. \( \langle \tilde{\phi}^2 \rangle \sim \delta_b^2 \) and \( \langle \tilde{U}^2 \rangle \sim \delta_i^2 \). From the usual turbulence spreading picture, turbulence extract energy from the gradient and saturated by nonlinear damping. Such a picture corresponds to the balance between the third and sixth terms in the R.H.S. of Eq. (66). To satisfy the expectation of gyro-Bohm-level turbulence, we can use this balance relation and set the parameters in the calculation as:
\[
l_z \sim \delta_b \\
\nu_{NL} \sim \frac{3}{2} \frac{\Omega_D}{2 \epsilon_0 C_i} (1 + \vartheta) 
\]
(69)
(70)

Finally, the evolution equations for profiles Eq. (60), Eq. (61) and the turbulence intensity evolution Eq. (66), the boundary conditions Eq. (62)-(65) and transport coefficient model in Fig. 2 constitute the complete system we study. The definitions for main quantities in Eq. (60)-Eq. (66) are listed in Table I. We will use numerical methods to solve it.

### B. Numerical results and basic behaviors of profiles

We choose the “method of lines” to discretize the equations, then solve the set of differential-algebraic equations we obtained using the parameters listed in Table II. Here setting \( \nu_{NL} = 40 \) leads to a saturated \( \langle \tilde{\phi}^2 \rangle \sim \delta_b^2 \) as we mentioned in Eq. (70). Then we have \( \chi \sim (\chi_i + \chi_b^2) \). Both \( \nu_i \) and \( \chi_{ne0} \) are set to be smaller than the non-resonant turbulent diffusivity with fixed ratios, as shown in Table II. The initial condition for \( \ln(T) \) is set with a constant gradient equal to 1. The initial conditions for \( \langle \tilde{U}^2 \rangle \) and \( \langle \tilde{\phi}^2 \rangle \) are set at a small quantity \( \delta_b^2/10 \). Initial values for other quantities are set to 0. The results are given in Fig. 5. The temperature profile evolves into a pattern of quasi-periodic corrugations in radius, which is accompanied by patternning in the \( E \times B \) mean flow profile, i.e. the system evolves to an \( E \times B \) staircase. Since the formation of the pattern is fast, we plot the evolution of \( E \times B \) mean flow and temperature gradient with an extended time scale in Fig. 6 to show more details. Noticing in Fig. 5 (e)-(f), while turbulence intensity characterized by \( \langle \tilde{U}^2 \rangle \) has corrugations and patterns, the turbulence intensity characterized by \( \langle \tilde{\phi}^2 \rangle \) manifests only slight corrugations. This is because after convolution with the Green’s function Eq. (68), the corrugations in \( \langle \tilde{\phi}^2 \rangle \) are smoothed. And remember \( \langle \tilde{\phi}^2 \rangle \) is the actual quantity that used in calculating transport coefficients. So the variation of turbulence intensity is not the primary cause of staircase formation here.

A set of time slices of the profiles are shown in Fig. 7. We can notice there are two distinct states in the temperature profile in Fig. 7(e). One is nearly flat, other is steeper. The two states are alternatively arranged, sequentially in space, and together form a staircase-like pattern! We named those regions with flat temperature profile type II regions, and the regions with steeper profile type I regions, as we show in Fig. 7. In type II regions, the mean vorticity profile is also flatter, and more importantly, \( \Omega_T/\Omega_D \) is near the threshold for resonant transport, as shown in Fig. 7(a). Therefore, in Region II, resonant transport is dominant. Meanwhile, in Region I, profiles are steepened, \( \Omega_T \) doesn’t achieve the resonance condition, and non-resonant transport is dominant.

In order to further understand the physical process behind this profile patternning, we need to discuss the flow evolution, since the resonant transport switch on depends sensitively on the value of \( \Omega_T \). So we start from the evolution equation for mean vorticity \( \Delta \phi_Z \), i.e. Eq. (60). We can integrate it and explicitly include the effects of boundary conditions:
\[
\int_{x_1}^{x_2} \frac{\partial}{\partial t} \left( \frac{\partial^2}{\partial x^2} \Delta \phi_Z \right) \, dx = - \frac{1}{C_i} \int_{x_1}^{x_2} \frac{\partial}{\partial x} \left( \frac{\partial^2}{\partial x^2} \Delta \phi_Z \right) \, dx \\
+ \frac{1}{C_i} \int_{x_1}^{x_2} \frac{\partial}{\partial x} \left( \frac{\partial}{\partial x} \partial^2 \Delta \phi_Z \right) \, dx + \int_{x_1}^{x_2} \nu_{\epsilon} \frac{\partial^2}{\partial x^2} \Delta \phi_Z \, dx \\
\Rightarrow \frac{\partial}{\partial t} \left( \frac{\partial^2}{\partial x^2} \Delta \phi_Z \right) \bigg|_{x_1}^{x_2} = - \left( \frac{1}{C_i} \chi \right) \frac{\partial}{\partial x} \ln \frac{T_{\epsilon}}{T_0} \bigg|_{x_1}^{x_2} \\
+ \frac{1}{C_i} \chi \partial^2 \Delta \phi_Z \bigg|_{x_1}^{x_2} + \left( \nu_{\epsilon} \partial^2 \Delta \phi_Z \right) \bigg|_{x_1}^{x_2} 
\]
(71)

Then we write down the formal evolution equation of \( \Omega_T \) below according to the above expression as Eq. (71), where the boundary conditions Eq. (62)-(65) are used.
FIG. 5: Evolution of profiles from the system Eq. (60)-(68) with parameters in Tab. II. (a) $E \times B$ mean flow evolve a quasi-periodic structure in space. (b) Flow shear or mean vorticity profile evolution. (c) Temperature profile evolve a quasi-periodic staircase-like structure. (d) Temperature gradient profile. (e) Turbulence intensity evolution characterized by $\langle \tilde{U}^2 \rangle$, which has clear corrugations in space. (f) Turbulence intensity evolution characterized by $\langle \tilde{\phi}^2 \rangle$, in which corrugations are smoothed by Green’s function Eq. (68).

FIG. 6: Evolution of profiles (a) $E \times B$ mean flow and (b) temperature gradient in Figure 5 with extended time scale to show the onset of the pattern.

This can help us understand the staircase formation process.

$$\frac{\partial}{\partial t} (\delta_b^2 \Omega_Z) = -\frac{1}{C_i} \partial_x \chi_n \partial \ln(T) \sqrt{2 \varepsilon_0} + \frac{1}{C_i} \partial_x \chi_n \partial \ln(T) \sqrt{2 \varepsilon_0} \bigg|_B + \partial \chi \delta_b^2 \frac{\partial^2}{\partial x^2} \Omega_Z + \nu_c \delta_b^2 \frac{\partial^2}{\partial x^2} \Omega_Z \quad (71)$$
There is a clear drive of $\Omega_Z$ from the boundary temperature gradient in Eq.(71), i.e. the second term in the R.H.S. Such drive will always exist, since we have set the boundary temperature gradient $\kappa_T^B$ as fixed. Because $\nu_c$ is small and $\Omega_Z|_{B} = 0$, to balance such constant drive and to let $\Omega_Z$ be quasi-steady, there are only two possibilities, as shown in FIG. 8.

- One is balance with the local temperature gradient, i.e. the first term in the R.H.S. of Eq.(71).

- Another is balance with the turbulent diffusion of $\Omega_Z$ itself, i.e. the third term in the R.H.S. of Eq.(71).

The different balances lead to different mean profile states. Different spatial locations can reach different balances, and therefore lead to different profile states.

Here, we explain the two states and the feedback loops to achieve them.

- In region I, we have the usual turbulent transport state with finite profile gradients. In this state, since $C_i \sqrt{\Omega B} \ll 1$ and $\partial_x \ln (T) \gg C_i \sqrt{\Omega B} \partial_x \Delta \phi_Z$, the vorticity gradient contribution can be neglected. The temperature gradient plays the central role in Eq.(71). Of course, the temperature profile is also determined in part by the boundary gradient $\kappa_T^B$. More specifically, the local temperature gradient grows toward the boundary value in a typical time $\tau_{VT}$ (defined in Eq.(76)). This process can be expressed formally as (assuming no initial gradient):

$$\partial_x \ln (T)\big|_{(t,x)} \sim \left(1 - e^{-t/\tau_{VT}}\right) \partial_x \ln (T)\big|_{B}$$

Then, the final local temperature gradient almost reaches the boundary value. After this, in the flow evolution Eq.(71), the residual difference between the $\kappa_T^B$ and $\kappa_T^{\text{Local}}$ is balanced through non-resonant turbulent transport and collisional dissipation of $\Omega_Z$. Finally, $\Omega_Z$ will reach a quasi-steady state by balance between local and boundary temperature gradient, as illustrated in FIG. 8. In conclusion, the system will reach this state for which $\Omega_Z/\Omega_D < 1$, which has finite gradients in both the temperature profile and the mean vorticity profile.

- In region II, we have the resonant transport state, with near flattened profiles. The detailed feedback loop to reach this state is shown in FIG. 9. As the flow $\Omega_Z$ grows, if it exceeds the resonance threshold, i.e. $\Omega_Z \gtrsim \Omega_D$, resonant transport is triggered. From Eq.(60) and Eq.(61), we know that the resonant transport appears in both equations. Both local temperature and mean vorticity transport are strongly enhanced by resonance. Therefore the local temperature gradient is flattened to a near-marginal state, as we hypothesized in section IV D. Recall that in the mean vorticity and mean flow evolution equation, the contribution from local thermal transport is purely non-resonant, and the local temperature gradient is small. The constant boundary temperature gradient drive in the $\Omega_Z$ evolution Eq.(71) cannot be balanced by the local temperature gradient, but rather through the enhanced (resonant) turbulent vorticity transport, as indicated in FIG. 8 and FIG. 9. In conclusion, the system will reach a state when $1 < \Omega_Z/\Omega_D < 1.5$,

**TABLE I: Definitions of quantities in Eq.(60)-Eq.(66)**

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_D$</td>
<td>Trapped ion precession velocity</td>
</tr>
<tr>
<td>$\Omega_Z$</td>
<td>$E \times B$ mean flow velocity</td>
</tr>
<tr>
<td>$\phi_Z$</td>
<td>Mean electric potential</td>
</tr>
<tr>
<td>$\langle T \rangle$</td>
<td>Mean temperature</td>
</tr>
<tr>
<td>$\langle U^2 \rangle$</td>
<td>Turbulence intensity</td>
</tr>
<tr>
<td>$\langle \tilde{q}^2 \rangle$</td>
<td>Fluctuation electric potential intensity</td>
</tr>
<tr>
<td>$C_i$</td>
<td>$\omega_0 L_\psi q_i/T_i$</td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>Inverse aspect ratio $a/R$</td>
</tr>
<tr>
<td>$\vartheta$</td>
<td>Parameter in transport coefficient model, $&lt; 1$</td>
</tr>
<tr>
<td>$\delta_b$</td>
<td>Banana orbit width</td>
</tr>
</tbody>
</table>

**TABLE II: Parameters for numerical solving Eq.(60)-Eq.(66)**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$\epsilon_0$</th>
<th>$\tau$</th>
<th>$C_i$</th>
<th>$\rho_i$</th>
<th>$\delta_b$</th>
<th>$\Omega_D$</th>
<th>$\vartheta$</th>
<th>$\nu_c$</th>
<th>$\chi_{\text{neo}}$</th>
<th>$\nu_{\text{NL}}$</th>
<th>$\kappa_T^B$</th>
<th>$\Delta\kappa_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values</td>
<td>1/4</td>
<td>1</td>
<td>0.1</td>
<td>$10^{-2}$</td>
<td>0.06</td>
<td>1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1$\chi^6\delta_b^2$</td>
<td>0.5$\chi^8\delta_b^2$</td>
<td>40</td>
<td>1</td>
</tr>
</tbody>
</table>
FIG. 7: Time slices of profiles. We named the regions with flatter temperature profiles the type II regions, regions with steeper temperature profiles the type I regions as in (c). (a) in type II regions, $E \times B$ mean flow profile satisfy the resonance condition $\Omega_D/\Omega_Z \gtrsim 1$, resonant transport is triggered. In type I regions, non-resonant transport is dominant. (b) is the slices of mean vorticity evolution. (d) is the slices of temperature gradient, where $\kappa_T \equiv \partial_x \ln \langle T \rangle$.

\[
\frac{\partial}{\partial t} (\delta^2 \Omega_Z) = -\frac{1}{C_i} \frac{\partial \chi^n}{\partial x} \frac{\partial \ln(T)}{\sqrt{2\epsilon_0}} + \frac{1}{C_i} \left( \frac{\partial \chi^n}{\partial x} \frac{\partial \ln(T)}{\sqrt{2\epsilon_0}} \right)_{\text{B}} + \vartheta \chi \Omega_Z \delta^2_{\text{B}} \frac{\partial^2}{\partial x^2} \Omega_Z + \nu_c \delta^2_{\text{B}} \frac{\partial^2}{\partial x^2} \Omega_Z
\]

I: Local Gradient Balanced
II: Resonant Dissipation Balanced

which has the marginal temperature profile and a less steep vorticity profile.

When profiles in a domain enter the type II feedback loop, the heat flux will be very strong and transport will exceed that for the neighboring domains. Therefore the $\kappa_T$ in neighboring domains will increase (as shown in FIG. 5(d)), and so the neighboring domains will be forced switch to the type I feedback loop. Thus, as long as resonant transport be triggered, the staircase pattern forms spontaneously.

With the above understanding of the feedback loops of two states, we can summarize the mechanism for staircase formation in a short story: In addition to the usual non-resonant fluid-like turbulent transport, resonant transport leads to another possible state in both the temperature and vorticity profiles. The two transport-dominant states spontaneously form layers in space. Therefore a staircase involving resonant transport is formed. The staircase pattern formation mechanism in this paper is different from those of former studies [6, 9, 24, 33, 58].

In the above story, one question still needs to be addressed: when will the staircase actually emerge? The answer is buried in the aforementioned feedback loops FIG. 9. We will uncover it in the following subsection.

C. Conditions for staircases to exist

From the previous discussion, we know to initiate feedback loop II – the most crucial step is the triggering the resonance condition, as shown in FIG. 8. Additionally,
triggering must occur before the boundary temperature gradient drive is balanced by the local gradient, as shown in FIG. 9. Since both the local temperature gradient and the mean flow are driven by the boundary gradient \( \kappa_B^\text{res} \), the key for resonant transport to be switched on is the time scale for \( \Omega_Z \) to the resonance condition must be smaller than for the local \( \kappa_T \) to balance \( \kappa_B^\text{res} \). Based on this simple logic, we will give an estimate of the threshold condition for staircase formation.

Let’s start with a simple diffusion system like below, which has a constant diffusion coefficient:

\[
\frac{\partial w}{\partial t} = a \frac{\partial^2 w}{\partial r^2} + \Phi(r, t) \tag{72}
\]

\[
\left. w_r \right|_{r=0} = w_r \left|_{r=l} = 0 \right. \tag{73}
\]

\[
\left. w \right|_{t=0} = f(r), \quad 0 \leq r \leq l \tag{74}
\]

The analytical solution \( w(r, t) \) can be obtained [59]. Then its gradient can be written as:

\[
\frac{\partial w(r, t)}{\partial r} = -\frac{2}{l^2} \int_0^l \int_0^t \left[ \sum_{m=1}^{\infty} \pi m \Phi(\xi, \tau) \cos \left( \frac{\pi m \xi}{l} \right) \right. \\
\times \sin \left( \frac{\pi m r}{l} \right) e^{-\frac{\pi^2 a m^2}{l^2} \tau} \right] d\tau d\xi
\]

\[
-\frac{2}{l^2} \int_0^l \sum_{m=1}^{\infty} \pi m f(\xi) \cos \left( \frac{\pi m \xi}{l} \right) \sin \left( \frac{\pi m r}{l} \right) e^{-\frac{\pi^2 a m^2}{l^2} \tau} d\xi
\]

\[
+ q_0 \sum_{m=1, 3, 5, \ldots}^{\infty} \frac{4}{\pi m} \sin \left( \frac{\pi m r}{l} \right) \left( 1 - e^{-\frac{\pi^2 a m^2}{l^2} \tau} \right)
\]

Retaining to our model for the temperature profile Eq.(61), consider the case where resonant transport has not yet been triggered. We can neglect other terms and only consider the influence of the boundary gradient drive. Then we apply the above conclusion from the simple system, and obtain the expression for the local temperature gradient below:

\[
\frac{\partial \ln(T)}{\partial x} \Big|_{(x,t)} \sim \frac{\partial \ln(T)}{\partial x} \bigg|_B
\]

\[
\times \left[ 1 - \sum_{m=1, 3, \ldots}^{\infty} \frac{4}{\pi m} \sin(\pi mx) \exp \left( -\pi^2 \chi n m^2 t \right) \right] \tag{75}
\]

Here we recall that \( x \equiv \psi/L_{\psi} \). The first part of the series contributes 1. This expression tells us that the local temperature gradient evolves to the boundary value in a time scale of order

\[
\tau_{\psi T} \sim \frac{1}{\pi^2 \chi n m^2} \tag{76}
\]

Putting the estimate of the local temperature gradient above, into the evolution equation for \( \Omega_Z \) Eq.(71), and keeping only the temperature-gradient-related terms gives:

\[
\frac{\partial}{\partial t} \Omega_Z \sim \frac{1}{C_i \delta_b^2 \sqrt{2} \varepsilon_0} \left[ \frac{\partial}{\partial x} \ln(T) \bigg|_B - \frac{\partial}{\partial x} \ln(T) \bigg|_{(x,t)} \right]
\]

\[
= \frac{1}{C_i \delta_b^2 \sqrt{2} \varepsilon_0} \left[ \frac{\partial}{\partial x} \ln(T) \bigg|_B \right]
\]

\[
\times \sum_{m=1, 3, \ldots}^{\infty} \frac{4}{\pi m} \sin(\pi mx) e^{-\pi^2 \chi n m^2 t} \tag{77}
\]

This gives the evolution of \( \Omega_Z \) driven by the boundary
heat flux, before resonant transport is triggered. Thus:
\[
\Omega_Z(t,x) \sim \frac{1}{C_1} \delta^2 \sum_{m=1,3,\ldots} \left[ \frac{4}{\pi m} \sin(\pi mx) \times \tau_{\nu T} \left(1 - e^{-\pi^2 x^2}\right) \right]
\]
(78)

Recall the key for the switch-on of resonant transport is for \(\Omega_Z\) to reach the resonance condition \(\Omega_Z \geq \Omega_D\) before the local temperature gradient equals the boundary gradient. The time scale for the local temperature gradient to become comparable to the boundary value is \(\tau_{\nu T}\) as shown in Eq. (75). So the condition is equivalent to saying there is \(\Omega_Z(\tau_{\nu T}, x) > \Omega_D\), at \(t = \tau_{\nu T}\):
\[
\Omega_Z(\tau_{\nu T}, x) \sim \frac{1}{C_1} \tau_{\nu T} \delta^2 \sum_{m=1,3,\ldots} \left[ \frac{4}{\pi m} \sin(\pi mx) \left(1 - \frac{1}{e}\right) \right]
\]
(79)

This gives the requirement for the boundary temperature gradient scale length:
\[
\left. \frac{\partial \ln(T)}{\partial x} \right|_B > \frac{eC_1 \delta^2 \sqrt{2\varepsilon_0}}{(e-1)\vartheta \sum_{m=1,3,\ldots} \frac{4 \sin(\pi mx)}{(\pi m)^3}}
\]
(80)

The series in the domator above is a function of \(x \in [0, 1]\), which has the value domain of \([0, 0.125]\), with the maximum value at \(x = 0.5\). As we mentioned in the previous subsection that as long as resonant transport be triggered, the staircase pattern forms spontaneously. So the trigger sign we are looking for is that any position in space is satisfied the resonance condition. Thus we take the maximum value of the series. We also set the factor \(e/(e-1) \sim 1\) for simplicity. Then we can write the threshold for the resonant transport to switch on as:
\[
\left. \frac{\partial \ln(T)}{\partial x} \right|_B > C_1 \delta^2 \sqrt{2\varepsilon_0} \frac{8\sin(\pi \alpha)}{\vartheta}
\]
(81)

This is the threshold for the initial value of \(\partial_x \ln(T) = 0\). Restoring the initial condition effect gives us the threshold:
\[
\Delta_{\kappa^T} = \left. \frac{\partial \ln(T)}{\partial x} \right|_B - \left. \frac{\partial \ln(T)}{\partial x} \right|_I > C_1 \delta^2 \sqrt{2\varepsilon_0} \frac{8\sin(\pi \alpha)}{\vartheta}
\]

(82)

Because of \(x = \psi/L_\psi\), \(L_\psi = -B_\psi R_\psi a\), and \(d\psi = -B_\psi a dx\), we have \(dx = dr/a\). Meanwhile, there is \(C_1 = g_\psi L_\psi / T_\psi\). We also restore \(\Omega_D\) and \(\delta_b\) to the forms before simplification as \(\Omega_D T_0/\omega_0\) and \(\delta_b/a\). Then the threshold Eq. (82) can be written in the minor radius coordinate as:
\[
\left. \frac{1}{L_T} \right|_B - \left. \frac{1}{L_T} \right|_I < -\frac{g_\psi}{T_0} \frac{\delta_b}{a} \frac{8\sqrt{2\varepsilon_0}}{\vartheta}
\]
(83)

Notice \(\Omega_D T_0\) is the the precession velocity of trapped ions in \(\alpha\) direction, so the unit of it is rad per second. With \(\Omega_D \propto q_s(r_o)/(q_r R_0 B_0)\) and safety factor \(q_s(r_o) = r_0 B_0/(R_0 B_0)\), we then have:
\[
\frac{1}{L_T} \left|_B - \frac{1}{L_T} \right|_I < -\frac{8\sqrt{2}}{\vartheta} \frac{1}{R_0} \frac{a}{R_0} \left(\frac{\delta_b}{a}\right)^2
\]
(84)

To validate the estimate we obtained, we scan the system by varying parameters. For instance, for \(C_1 = 0.1, \Omega_D = 1, \varepsilon_0 = 1/4, \vartheta = 0.2\), we vary \(\delta_b\) from 0.02 to 0.1. We set \(\kappa^T \equiv \partial_x \ln(T)\|_I = 1\) and scan \(\kappa^T \equiv \partial_x \ln(T)\|_I = \kappa^T + \Delta_{\kappa^T}\) to obtain FIG. 10. The different markers represent the number of steps observed. Stronger flux drive leads to more steps. The threshold Eq. (82) from the simple theoretical prediction is plotted as the dotted line, which well fits with the numerical scan of the threshold. Larger boundary drive \(\Delta_{\kappa^T}\) results in more steps. Smaller \(\delta_b\) leads to more steps.

D. Features of staircases

From the evolution of \(\Omega_Z\) Eq. (71), we know that in region \(\Pi\), to maintain a quasi-steady \(\Omega_Z\), there should be a balance of boundary heat flux drive and local resonant transport of \(\Omega_Z\):
\[
\left. \frac{1}{C_1} \alpha^n \frac{\partial \ln(T)}{\partial x} \right|_B \sim \chi^2 \delta_b^2 \frac{\partial^2}{\partial x^2} \Omega_Z
\]
(85)
Because in the L.H.S. of the relation above, \( \partial_x \ln(T)|_B \) is a constant, the \( \Omega_Z \) in Region II should be in the form of a quadratic function:

\[
\Omega_Z(x) \rightarrow -K_{II}x^2
\]

(86)

where \( K_{II} \) is a parameter. Putting this form of \( \Omega_Z \) into the balance relation Eq.(85) gives:

\[
K_{II} \sim \frac{1}{\delta_b^2 C_i \sqrt{2\varepsilon_0} \lambda^3} \left( \partial \ln(T) \right)_{|_B} \quad (87)
\]

Recall the model of \( \chi(\Omega_Z) \) in FIG. 2. In the half width of the plateau region width \( w_{II} \), \( \Omega_Z \) should decrease from the maximum value \( \Omega_Z^{\text{Max}} \) to the minimum value that can trigger resonant transport \( \Omega_Z^{\text{Crit}} \), as illustrated in FIG. 11. The difference between the maximum and minimum values is defined as \( \Delta \Omega_Z \) here. Then from FIG. 11 and Eq.(86), we have that the variation of \( \Omega_Z \) in the spatial range of \( w_{II}/2 \) equals \( \Delta \Omega_Z \):

\[
K_{II} \left( \frac{w_{II}}{2} \right)^2 \sim \Omega_Z^{\text{Max}} - \Omega_Z^{\text{Crit}} \equiv \Delta \Omega_Z
\]

(87)

In FIG. 12, the plateau width v.s. \( \delta_b \), with different \( \Delta \Omega_Z \) and \( \kappa_T^B = \kappa_T^I + \Delta \kappa_T \). (a) With the same boundary drive, for example \( \Delta \kappa_T = 0.2 \), a bigger initial temperature gradient can lead to a smaller step size, therefore a larger number of steps is possible. (b) For a set of \( (\delta_b, \kappa_T^B) \), as the flow slightly grows, \( \Delta \Omega_Z \) will slightly grow, for example from 0.1 to 0.2. This is manifested as the merging of steps.

Here \( \Delta \Omega_Z \) is related to the “bandwidth” \( w_{II} \) that we defined in the \( \chi \) model in FIG. 2. Therefore combining the expression for \( K_{II} \) in Eq.(87), we obtain the estimate of the plateau or step width as:

\[
w_{II} \sim 2 \sqrt{\frac{\Delta \Omega_Z}{K_{II}}} \sim 2 \delta_b \sqrt{\Delta \Omega_Z \frac{\chi^4}{\varepsilon_0} \partial_x \ln(T)|_B} \quad \Omega \quad \Omega
\]

(88)

For example, we take \( \chi/\chi^4 = 100, C_i = 0.1, \varepsilon_0 = 1/4, \) and \( w_{II} = 0.2 \sim \Delta \Omega_Z/\Omega_D \) from the \( \chi(\Omega_Z) \) model. Then the relation (Eq.(88)) between \( w_{II} \) and \( \delta_b \) can be plotted for different \( \Delta \kappa_T \) as in FIG. 12. From the numerical results, we find that after \( \Omega_Z \sim \Omega_D, \Omega_Z \) may still grow slowly, therefore \( \Delta \Omega_Z \) also grows slowly. Then the typical size of the plateau region also increases slightly. Since the maximum step number is limited by \( 1/w_{II} \), a decreasing in \( 1/w_{II} \) is manifested as the merging of steps, as illustrated in FIG. 12.

In FIG. 13, we use the same \( \Delta \kappa_T \), but change the initial value \( \kappa_T^I \). The results show that a larger initial gradient decreases the plateau width and allow more steps to exist, just as Eq.(88) predicted. But after changing \( \kappa_T^I \), if we want to maintain the extra steps, we need a stronger \( \Delta \kappa_T \). Otherwise, the steps will merge, as in FIG. 13II. For more complicated initial profiles-other than with a constant gradient-the locations of pattern and step number can change.

In conclusion, the step size is proportional to the banana width and is heavily influenced by the ratio of resonant to non-resonant transport coefficients. The total temperature gradient (or heat flux, since \( \chi \) is always non-resonant at the boundaries) at the boundaries \( \kappa_T^B = \kappa_T^I + \Delta \kappa_T \) determines the typical width of the plateau (steps) in the \( E \times B \) staircase, and therefore limits the maximum possible number of steps. The steps that

FIG. 11: A diagram for profiles. Flow \( \Omega_Z \) that are at resonance and the width of plateau region \( w_{II} \) correspond.

FIG. 12: The plateau width v.s. \( \delta_b \), with different \( \Delta \Omega_Z \) and \( \kappa_T^B \) according to Eq.(88). (a) With the same boundary drive, for example \( \Delta \kappa_T = 0.2 \), a bigger initial temperature gradient can lead to a smaller step size, therefore a larger number of steps is possible. (b) For a set of \( (\delta_b, \kappa_T^B) \), as the flow slightly grows, \( \Delta \Omega_Z \) will slightly grow, for example from 0.1 to 0.2. This is manifested as the merging of steps.

Here \( \Delta \Omega_Z \) is related to the “bandwidth” \( w_{II} \) that we defined in the \( \chi \) model in FIG. 2. Therefore combining the expression for \( K_{II} \) in Eq.(87), we obtain the estimate of the plateau or step width as:

\[
w_{II} \sim 2 \sqrt{\frac{\Delta \Omega_Z}{K_{II}}} \sim 2 \delta_b \sqrt{\Delta \Omega_Z \frac{\chi^4}{\varepsilon_0} \partial_x \ln(T)|_B} \quad \Omega \quad \Omega
\]

(88)

For example, we take \( \chi/\chi^4 = 100, C_i = 0.1, \varepsilon_0 = 1/4, \) and \( w_{II} = 0.2 \sim \Delta \Omega_Z/\Omega_D \) from the \( \chi(\Omega_Z) \) model. Then the relation (Eq.(88)) between \( w_{II} \) and \( \delta_b \) can be plotted for different \( \Delta \kappa_T \) as in FIG. 12. From the numerical results, we find that after \( \Omega_Z \sim \Omega_D, \Omega_Z \) may still grow slowly, therefore \( \Delta \Omega_Z \) also grows slowly. Then the typical size of the plateau region also increases slightly. Since the maximum step number is limited by \( 1/w_{II} \), a decreasing in \( 1/w_{II} \) is manifested as the merging of steps, as illustrated in FIG. 12.

In FIG. 13, we use the same \( \Delta \kappa_T \), but change the initial value \( \kappa_T^I \). The results show that a larger initial gradient decreases the plateau width and allow more steps to exist, just as Eq.(88) predicted. But after changing \( \kappa_T^I \), if we want to maintain the extra steps, we need a stronger \( \Delta \kappa_T \). Otherwise, the steps will merge, as in FIG. 13II. For more complicated initial profiles-other than with a constant gradient-the locations of pattern and step number can change.

In conclusion, the step size is proportional to the banana width and is heavily influenced by the ratio of resonant to non-resonant transport coefficients. The total temperature gradient (or heat flux, since \( \chi \) is always non-resonant at the boundaries) at the boundaries \( \kappa_T^B = \kappa_T^I + \Delta \kappa_T \) determines the typical width of the plateau (steps) in the \( E \times B \) staircase, and therefore limits the maximum possible number of steps. The steps that
actually appear and maintain are determined by the “free energy” that passes through the system, i.e. the increment of heat flux $\chi^\beta \Delta \kappa_T$. Therefore, larger $\Delta \kappa_T$ allows more steps to form. The stronger the net drive $\Delta \kappa_T$ is, the greater the number of steps.

VI. DISCUSSION AND CONCLUSIONS

In this paper, we studied mean profile evolution in a potential vorticity conserving system for ITG-driven trapped ion mode turbulence, which is derived from the Darmet model. The Darmet model is perhaps the simplest possible gyro-kinetic drift wave model, and exhibits many generic properties. We use the quasi-linear approximation to establish the relation between the heat flux, vorticity flux, potential vorticity flux and the profiles of mean temperature and mean vorticity. The mean profile evolution equations are closed by these flux-gradient relations. We also include the extended turbulence intensity evolution equation for potential enstrophy $\langle \Phi \rangle$, and then transform from $\langle \Phi \rangle$ to $\langle \Phi^2 \rangle$ using a Green’s function. Taken together, these equations constitute a turbulence and profile evolution system. In this system, trapped ions can resonate with the (trapped ion) mode through a Doppler shift due to $E \times B$ toroidal mean flow. Such resonance between wave and particle leads to resonant transport. Spatial variation in the flow profile then necessarily leads to variation in the balance of resonant and non-resonant transport.

We use the dispersion relation obtained from the Darmet system and a bi-Lorentzian spectrum model to simplify the transport coefficients appearing in the fluxes. We obtain three important conclusions:

1. The resonance condition can be directly linked to a requirement on the $E \times B$ mean flow, i.e. $1 \lesssim \Omega_Z/\Omega_D \lesssim 1.5$.

2. The ratio between resonant and non-resonant transport coefficients is approximately: $\chi^n/\chi^\beta \sim (\omega_R/\gamma)^2 \sim O(10) - O(100)$. Here the square relation is a result of the calculating of the Lorentzian spectrum with the TIM dispersion relation.

3. All the transport effects are condensed into coefficients, so we can simplify them with a unified model.

Based on these conclusions, we model the transport coefficients as piecewise functions of $\Omega_Z$, and simplify the system. Then combining the profile evolution equation, the turbulence intensity evolution equation, the boundary conditions and the transport coefficient model, we finally obtain a solvable turbulence-profile evolution system which contains resonant and non-resonant turbulent transport, as Eq.(60)-(66). We use this system to study the profile evolution and $E \times B$ staircase formation.

We solve this turbulence-profile evolution system with a fixed boundary flux drive $\kappa_T^B \equiv \partial_x \ln(T)|_B$. The results show that when boundary drive $\kappa_T^B - \kappa_T^L$ is strong enough (where $\kappa_T^L \equiv \partial_x \ln(T)|_x(t=0)$), the profiles will evolve into a $E \times B$ staircase, which is a quasi-periodic pattern in temperature gradient and $E \times B$ mean flow shear. According to the states of the temperature profile, we categorize the structures which occur in two regions.

- In the corrugation region (Region I), non-resonant turbulent transport is dominant and temperature profiles are steeper. The profiles of mean flow and mean vorticity are determined by the remnants of boundary gradient drive, non-resonant turbulent diffusion and collisional dissipation of mean flow itself.

- In the plateau regions (Region II), where mean flow has values near precession velocity $\Omega_p$ and induces resonant transport, the temperature profiles are near marginal and shallow. In the evolution of mean flow (or flow shear, mean vorticity), the main saturation mechanism is the resonant turbulence diffusion of flow itself.

Resonant and non-resonant transport regions are determined by the $E \times B$ mean flow profile, the structure of which forms spontaneously in space when resonant transport is triggered. The variation of turbulence intensity $\langle \Phi^2 \rangle$ between regions I and II is small, because the Green’s function heavily smooths the corrugations or patterns in the profile of $\langle \Phi \rangle$. So the $E \times B$ staircase pattern which emerges in this system is a result of the transition from non-resonant to resonant transport triggered by $E \times B$ mean flow structure, and not a result from the turbulence intensity variation in space. Of course, the $E \times B$ mean flow and thermal transport are generated from turbulence, so the turbulence still plays an essential role in the self-organized structure.

After studying the feedback loops of staircase formation, we conclude the condition for the staircase pattern to form is for the boundary heat flux to be strong enough to drive the $E \times B$ mean flow sufficiently to satisfy the resonance condition prior to when the local temperature gradient equals the boundary value. Eq.(82) is the estimate of the required critical boundary temperature gradient derived from this condition. The staircase will be triggered when $\Delta \kappa_T > \Delta \kappa_T^{\text{crit}}$. A scan of our turbulence-profile evolution system Eq.(60)-(66) shows that $\Delta \kappa_T^{\text{crit}}$ constitutes the threshold criterion, as in FIG.10.

For $E \times B$ mean flow $\Omega_Z$ to maintain a quasi-steady state, we need the constant boundary heat flux drive to balance with the local resonant turbulent transport of $\Omega_Z$. According to this, we obtain an estimate of the step size of staircase pattern, Eq.(88). The step size is:

1. proportional to the banana orbit width $\delta_b$;

2. proportional to $\sqrt{\chi^n/\chi^\beta}$. Since the ratio between resonant and non-resonant transport coefficients is
approximately the square of the ratio of the real frequency and the growth rate of TIM, the step size is proportional to $|\omega_R/\gamma| > 1$;

3. inversely proportional to $\sqrt{\kappa_T^B}$, i.e. the stronger the boundary heat flux is, the narrower the steps are.

According to the third point above, increasing $\kappa_T^B = \kappa_T^I + \Delta \kappa_T$ decreases the step size, and therefore allows more steps in a finite domain. This is because a stronger heat flux drives the system evolution further towards the direction of enstrophy reduction (as indicated in Eq. (C8) shown in Appendix C), which corresponds to a more “regular” structure. But to make the pattern clearer and to maintain more steps, a strong net boundary drive $\Delta \kappa_T$
is necessary.

Many assumptions and approximations have been made in this work. The Darmet model we used is for trapped ion mode, in which the turbulence frequency is smaller than the bounce frequency. We dropped density evolution effects in the derivation of total PV $\langle \delta q \rangle + \delta q$. $|q_0\phi/T| \ll 1$ is assumed as a small parameter. Quasi-linear approximation we used is effective when the Kubo number $Ku < 1$. Models of the dispersion relation are used. The bi-Lorentz spectrum model is used—indeed, this approximation has a major impact on the result. An approximate transport coefficients model is used to unify all transport coefficients in the quasi-linear flux. The triple nonlinearity in turbulence intensity evolution equation is approximated with a diffusion effect and a nonlinear damping effect. These can be improved in the future. We made a hypothesis on the near marginality profile to address the issue of the flatten temperature profile relaxed by the resonant turbulent transport. All these approximations, assumptions and hypothesis limit our model. Most of them can be improved in future studies.

As we have stated at the beginning of this paper, the Darmet model applies to conditions of low turbulence frequency, low collisionality, etc. Then the question of how this model relates to the usual regimes where ITG and trapped electron mode (TEM) (regarded as the basic turbulence drives) are active is raised. First, we clarify that the Darmet model indeed applies for different conditions from the ITG/TEM, as usually discussed. But the Darmet is perhaps the simplest kinetic model for drift wave turbulence that manifests zonal flow, resonant particles, etc. Due to the simplicity of the Darmet model, we can easily construct a theory that contains the interplay between turbulence, mean flow, and wave-particle resonance, as we showed in this paper. And such interplay can generate a staircase-like pattern in profiles, which is an interesting self-organized structure. In a sense, the theory in this paper can be regarded as a kind of paradigm for self-organization and pattern formation in kinetic drift wave theory. Then, we can study whether there exist similar patterns in the usual ITG/TEM condition. Alternatively, for the condition of a higher fraction of trapped ion or fast ions, the question of whether the resonance mechanism helps improve confinement is interesting. Finally, it is still unknown whether the trapped ion mode makes significant contributions in the gyrokinetic simulations or experiments. We will continue to explore the limitations of our theory in the future.

In conclusion, this paper studied a turbulence-profile evolution system with resonant and non-resonant transport. This is a new realization of the general idea of inhomogeneous mixing and bistable transport[30]. We found the profile staircase pattern $(E \times B)$ staircase caused by the onset of resonant turbulent transport and analyzed the feedback mechanism which forms the pattern. We obtained an estimate of the trigger condition for $E \times B$ staircase formation and the estimate of the step size in the staircase. This work also provides a mechanism for collisionless saturation of the zonal flow, i.e. through the resonant turbulent zonal vorticity flux, as did in Ref.[61]. This work also has potential connection to the studies for ITB triggering by resonance between turbulence and particles [62, 63]. The existence of staircase also suggests some possible improved confinement scenarios, of an “enhanced L mode” type. We will continue to explore the potential applications of the theory of $E \times B$ staircase and resonance mechanism discussed in this paper, and especially applications to confinement improvement.
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Appendix A: Dispersion function

For the kinetic system Eq.(4)-(5), the ordering of scales are,

$$\omega_{ti}, \omega_{bi} > \omega_a > \omega \sim \omega_{Di} > v_{efl}^i$$

$$\omega_{ie}, \omega_{bo} > v_{efl}^e > \omega_c > \omega$$

The quantities in the first set of relation are the transit frequency and bounce frequency of trapped ion, diamagnetic frequency, TIM frequency, magnetic drift frequency, and collision frequency for ions. The second set is for electrons. The kinetic equation and quasi-neutrality with normalized quantities are:

$$\partial_t h_i + \Omega_D E \partial_y h_i - \left[ \phi_n - C_i \phi(f_i) + h_i \right] = \partial_i \left( C_i \dot{\phi}(f_i) \right) + \delta_y (\phi - \langle \phi \rangle_y) \partial_y \langle f_i \rangle$$

$$C_{ad} \delta \phi - C_i \Delta \phi = \frac{2}{n o} \int_0^\infty J_0 h_i \sqrt{E} dE$$

where $(\psi, \alpha) \rightarrow (x, y)$, $h_i$ is the non-adiabatic fluctuation, and we already assumed adiabatic electrons. $\Omega_D = \Omega_D T_0 / \omega_0$, $E = E / T_0$, $C_i = \omega_0 L_{\psi} q_i / T_0$, where “” are neglected here and after.

Applying Fourier transformation to the kinetic equation Eq.(A3), and dropping the zonal portion in $\phi$ and
we obtain the dispersion function for TIM:

\(-i\omega + ik_y \Omega_D E) h_i = -i\omega C_i \phi(f_i) + ik_y \phi \partial_z \langle f_i \rangle \\
= -i\omega C_i \phi(f_i) + ik_y \partial_z \langle f_i \rangle C_i \phi(f_i) \\
= -i(\omega - \omega_i^2(E)) C_i \phi(f_i)

where,

\(\omega_i^2(E) = \frac{k_y}{C_i} \partial_z \langle f_i \rangle \)

Then,

\(h_i = \frac{\omega - \omega_i^2(E)}{\omega - k_y \Omega_D E} C_i \phi(f_i) \quad (A5)\)

Let,

\(z \equiv \frac{\omega}{k_y \Omega_D} \quad (A6)\)

\(\omega_i^2(E) = \frac{1}{C_i \Omega_D} \left[ \kappa_n + \kappa_T \left( E - \frac{3}{2} \right) \right] \quad (A7)\)

Assuming \(\langle f_i \rangle_i = n_0 e^{-E} \), then we have:

\(h_i = \frac{z - \omega_i^2(E)}{z - \omega} C_i \phi(n_0 e^{-E}) \quad (A8)\)

For the interchange-like mode of TIM, the dispersion function can be obtained by putting the expression of \(h_i\) above into Eq.(A4) and directly integrating it with \(E\). Notice \(z\) is assumed to be a complex number here. Now we obtain the dispersion function for TIM:

\(D(k, \omega) = (C_{ad}/C_i) + \rho_{00}^2 k_y^2 + \delta_{00}^2 k_z^2 \)

\(- \frac{2}{\sqrt{\pi}} \int_0^\infty \frac{z - \omega_n(E)}{z - \omega} e^{-E} \sqrt{E} dE \quad (A9)\)

\(= (C_{ad}/C_i) + \rho_{00}^2 k_y^2 + \delta_{00}^2 k_z^2 \)

\(+ 2 \left[ z - \frac{\kappa_n}{C_i \Omega_D} \left( 1 - \frac{3n_l}{2} \right) \right] \)

\times \left[ 1 - \sqrt{\pi} e^{-z} \sqrt{-z - 2\sqrt{E} F(\sqrt{z})} \right] \)

\(- \frac{\kappa_T}{C_i \Omega_D} \left[ 1 + 2 \left( \sqrt{\pi} e^{-z}(-\sqrt{z})^{3/2} + z \right) \right] \)

\(- 4z^{3/2} F(\sqrt{z}) \quad (A10)\)

where \(F(x)\) is the Dawson integral:

\(F(x) = e^{-x^2} \int_0^x e^{y^2} dy \quad (A11)\)

Using the plasma dispersion function \(Z_p\), we can write the dispersion function as:

\(D(k, z) = (C_{ad}/C_i) + \rho_{00}^2 k_y^2 + \delta_{00}^2 k_z^2 \)

\(+ 2 \left[ z - \frac{\kappa_n}{C_i \Omega_D} \left( 1 - \frac{3n_l}{2} \right) \right] \left[ 1 + \sqrt{z} Z_p(\sqrt{z}) \right] \)

\(- \frac{\kappa_T}{C_i \Omega_D} \left[ 1 + 2z + 2z^{3/2} Z_p(\sqrt{z}) \right] \quad (A12)\)

1. The linear instability threshold \(\kappa_T\)

Following the usual Landau’s prescription, there are real and imaginary contributions in Eq.(A12). In the case of marginal growth rate, when \(\gamma \simeq 0\), the marginal real frequency must keep the imaginary part of dispersion function to be 0, i.e. \(\Im D(k, \omega_{th}) = 0\). This corresponds to:

\(\Im D(k, \omega_{th}) = 0 \Rightarrow z - \omega_n(E_{res}) = 0\)

where \(E_{res} = \omega/(k_y \Omega_D)\). It’s easy to obtain the marginal real frequency from the expression above:

\(\omega_{th} = \frac{\kappa_n - \frac{3}{2} \kappa_T}{C_i \Omega_D - \kappa_T k_y \Omega_D} \quad (A13)\)

Putting \(\omega_{th}\) into the real part of \(D(k, \omega_{th}/(k_y \Omega_D))\) and letting it be 0, this gives the critical threshold for \(\kappa_T\) (where \(\kappa_n\) are assumed to be 0 in this paper) as:

\(\kappa_T^2 = C_i \Omega_D \left[ C_{ad}/C_i + (\rho_{00}^2 k_y^2 + \delta_{00}^2 k_z^2) \right] \quad (A14)\)

Only when the local temperature gradient is larger than \(\kappa_T^2\), can the linear instability be excited. Besides, Eq.(A14) also provides a limitation for wave numbers:

\(\Theta_{max} \equiv \rho_{00}^2 k_y^2_{max} + \delta_{00}^2 k_z^2_{max} = \frac{\kappa_T}{C_i \Omega_D} - \frac{1 + \tau}{\sqrt{2} \pi} \quad (A15)\)

When the parameters in the R.H.S of Eq.(A15) take \(\epsilon_0, \tau, C_i\) in Table III, and \(\Omega_D = 1, \kappa_T = 0.4\), we will have \(\Theta_{max} \simeq 1.17\). Eq.(A15) can well fit the numerical result in FIG. 14. \(\kappa_T\) and other parameters in criterion Eq.(A15) can affect the value of \(\Theta_{max}\). But as long as parameters are around the values in Table III, we will always have \(\Theta_{max} \sim \mathcal{O}(1)\). So for simplicity, we just take \(\Theta_{max} \sim 1\) and use it in the calculation of transport coefficients in section IV.

2. Real frequency and growth rate

When the parameters in dispersion function Eq.(A12) take the values in Table III, we can numerically calculate the dispersion relation, the results are shown in FIG. 15. The real frequency can be well fit by the relation:

\(\omega_R = \frac{R_1 k_y \Omega_D}{1 + R_2 (\rho_{00}^2 k_y^2 + \delta_{00}^2 k_z^2)} \quad (A16)\)

where \(R_1 \simeq 2.3675, R_2 \simeq 0.16 < 1\). So there is \(\omega_R \simeq R k_y \omega_D = 2.36 k_y \omega_D\). Such a model for the real frequency is effective for moderately varying \(\kappa_T\) as shown in FIG. 15(a). Notice the factor \(R\) is different from the results in Ref.[34, 35] but fit with the result in Ref.[39], where the former didn’t include the adiabatic response in the dispersion function properly.

As for the growth rate, it can be roughly formulated as:

\(\gamma = A R \Omega_D k_y (k_y\text{max} - k_y) \quad (A17)\)
TABLE III: Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$\epsilon_0$</th>
<th>$\tau$</th>
<th>$C_i$</th>
<th>$\rho_i$</th>
<th>$\delta_b$</th>
<th>$\Omega_D$</th>
<th>$\kappa_T$</th>
<th>$\kappa_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values</td>
<td>$1/4$</td>
<td>$1$</td>
<td>$0.1$</td>
<td>$2 \times 10^{-3/2}$</td>
<td>$0.1$</td>
<td>$1$</td>
<td>$0.4$ to $0.8$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

FIG. 14: $k_{x,\text{max}}, k_{y,\text{max}}$ for different $(\rho_i, \delta_b)$ with parameters in Table III. Data are scanned for discrete wave numbers. We can use $\rho_i^2 k^2_y + \delta_b^2 k^2_r = 1.17$ to fit the data points, like the dashed lines.

Here $k_{y,\text{max}}$ varies with $k_x$ and $\kappa_T$ but can always be written as $k_{y,\text{max}} = 1/(\mu_y \rho_i)$. And because of $\Theta_{\text{max}} \lesssim 1$, there will be

$$\mu_y > 1$$  \hspace{1cm} (A18)

For the parameter $\Lambda$, we know it varies with $k_x$ and $\kappa_T$. Since it has the unit of length, we can rewrite it as $\Lambda = \rho_i/\sigma$ for simplicity. From the fitting, we find that $\sigma$ are always bigger than 3 in the examples in FIG. 15(b). And since $\Lambda$ decreases with the increase of $k_x$, we have:

$$\sigma > 1$$  \hspace{1cm} (A19)

If we want to match the fact that when $\kappa_T < \kappa_T^*$, the growth rate will vanish, we can add a simple restriction to parameters in Eq. (A17) like below:

$$\sigma = \infty, \mu_y = \infty, \text{ when } \kappa_T < \kappa_T^*$$  \hspace{1cm} (A20)

This leads to $\gamma = 0$ when $\kappa_T < \kappa_T^*$.

There is another useful conclusion. Using the models Eq. (A16) and Eq. (A17) above, we know the ratio between the real frequency and the growth rate is approximately:

$$\frac{\omega_R}{\gamma_{\text{max}}} \sim \frac{2}{\Lambda k_{y,\text{max}}} \sim \frac{1}{\mu_y \sigma}$$  \hspace{1cm} (A21)

FIG. 15: Dispersion Relation, with $\delta_b^2 = 0.01, \rho_i^2 = 0.004, k_x = \pi$. (a) Real frequency in different $\kappa_T$, gray line $2.36k_y$ is an approximation. (b) Growth rate in different $\kappa_T$, gray lines are fit lines with model Eq. (A17). The resulting $\Lambda/\rho_i$ are $0.223, 0.292, 0.309$.

Since $\mu_y \sigma > 1$, we have

$$\frac{\omega_R}{\gamma_{\text{max}}} \sim \mathcal{O}(1) - \mathcal{O}(10)$$  \hspace{1cm} (A22)

which is useful in the calculation of the transport coefficients in section IV C.

Appendix B: Simplification of Transport coefficients

For the flux $\langle \widetilde{T}(A - \widetilde{\Sigma})\bar{V}_x \rangle$ appeared in the intensity evolution Eq. (31) in section III D, we can apply the quasi-
linear approximation:

\[
\langle \vec{T}(A - \mathbf{\Sigma})\vec{V}\rangle_k \sim \frac{i(A + k^2)}{\omega - k_y (\Omega_z + \frac{C_t}{\sqrt{2\varepsilon_0}A + k^2_\perp}} \times \langle \vec{V}^2 \rangle_k \frac{1}{\sqrt{2\varepsilon_0}} \left( C_t \frac{\delta^2 \Omega^2 \phi Z}{A + k^2_\perp - \partial_x \ln(T)} \right)
\]

Then,

\[
\langle \vec{T}(A - \mathbf{\Sigma})\vec{V}\rangle \sim \chi_6 \frac{C_t}{\sqrt{2\varepsilon_0}} \delta^2 \delta^2 \delta Z - \chi_5 \partial_x \ln(T) \sqrt{2\varepsilon_0}
\]

where

\[
\chi_6 = \sum_k \langle \vec{V}_e(k) \rangle^2 \frac{i}{\omega - k_y (\Omega_z + \frac{C_t}{\sqrt{2\varepsilon_0}A + k^2_\perp}}
\]

\[
\chi_5 = \sum_k \langle \vec{V}_e(k) \rangle^2 \frac{i(A + k^2)}{\omega - k_y (\Omega_z + \frac{C_t}{\sqrt{2\varepsilon_0}A + k^2_\perp}}
\]

All the non-resonant transport coefficients in Eq.(31)-(33) are listed as follows:

\[
\chi_1^{n\text{-res}} = 4 \int_{k_y,\text{max}}^{k_y,\text{max}} \int_{k_x,\text{max}}^{k_x,\text{max}} |\hat{\phi}|^2_{k_x,k_y} \sqrt{2\varepsilon_0} \left( \rho_i^2 k^2_y + \delta^2 k^2_z \right) \frac{Ak_y(k_y,\text{max} - k_y)}{R\Omega_D \left[ 1 + A^2 (k_y,\text{max} - k_y)^2 \right]^2} dk_x dk_y
\]

(B2)

\[
\chi_2^{n\text{-res}} = 2 \int_{k_y,\text{max}}^{k_y,\text{max}} \int_{k_x,\text{max}}^{k_x,\text{max}} |\hat{\phi}|^2_{k_x,k_y} \sqrt{2\varepsilon_0} \left( \rho_i^2 k^2_y + \delta^2 k^2_z \right) \frac{Ak_y(k_y,\text{max} - k_y)}{R\Omega_D \left[ 1 + A^2 (k_y,\text{max} - k_y)^2 \right]} dk_x dk_y
\]

(B3)

\[
\chi_3^{n\text{-res}} = 2 \int_{k_y,\text{max}}^{k_y,\text{max}} \int_{k_x,\text{max}}^{k_x,\text{max}} |\hat{\phi}|^2_{k_x,k_y} \frac{1}{\omega - k_y (\Omega_z + \frac{C_t}{\sqrt{2\varepsilon_0}A + k^2_\perp}} \frac{Ak_y(k_y,\text{max} - k_y)}{R\Omega_D \left[ 1 + A^2 (k_y,\text{max} - k_y)^2 \right]} dk_x dk_y
\]

(B4)

\[
\chi_4^{n\text{-res}} = 2 \int_{k_y,\text{max}}^{k_y,\text{max}} \int_{k_x,\text{max}}^{k_x,\text{max}} |\hat{\phi}|^2_{k_x,k_y} \frac{1}{\omega - k_y (\Omega_z + \frac{C_t}{\sqrt{2\varepsilon_0}A + k^2_\perp}} \frac{Ak_y(k_y,\text{max} - k_y)}{R\Omega_D \left[ 1 + A^2 (k_y,\text{max} - k_y)^2 \right]} dk_x dk_y
\]

(B5)

\[
\chi_5^{n\text{-res}} = 2 \int_{k_y,\text{max}}^{k_y,\text{max}} \int_{k_x,\text{max}}^{k_x,\text{max}} |\hat{\phi}|^2_{k_x,k_y} \frac{Ak_y(k_y,\text{max} - k_y)}{R\Omega_D \left[ 1 + A^2 (k_y,\text{max} - k_y)^2 \right]} dk_x dk_y
\]

\[
\chi_6^{n\text{-res}} = \chi_3^{n\text{-res}}
\]

Using the dispersion relation Eq.(36) and the spectrum Eq.(37), we can obtain the analytical results, for example (letting \(\alpha = 0\)):

\[
\chi_3^{n\text{-res}} \approx \frac{|\hat{\phi}|^2_{\Omega_D} \beta \sigma}{\Omega_D} \left( \beta^2 + \mu^2 \sigma^2 + 1 \right) \left( 1 + \frac{1}{\beta^2} \right) \log \left( \frac{1 + 1}{\beta^2} \right) - 2 \cot^{-1}(\beta) (\beta^3 - \beta^2 \mu^2 \sigma^2 + \beta^2 \mu^2 \sigma^2 - \beta) + 2 \mu \sigma (\beta^2 \mu^2 \sigma^2 - 1) \cot^{-1}(\mu \sigma) - \frac{1}{\Omega_D \rho_i} \left( (\mu^2 \sigma^2 + 1 + \beta^2)^2 - 4 \mu^2 \sigma^2 \beta^2 \right) \left[ 2 \beta \cot^{-1}(\beta) - 2 \mu \sigma \cot^{-1}(\mu \sigma) + \log \left( \frac{1 + 1}{\beta^2} \right) \right]
\]

(B8)

where the predominant contributions are from \(\mu^2 \sigma^2\) related terms. Collecting those terms gives Eq.(41). For other coefficients, like \(\chi_1^{n\text{-res}}\), we have:

\[
\chi_1^{n\text{-res}} \approx 2 \sqrt{2\varepsilon_0} \left( \rho_i^2 (k^2_y) + \delta^2 (k^2_z) \right) \frac{2Ak_y(k_y,\text{max} - k_y)}{\Omega_D \left[ 1 + A^2 (k_y,\text{max} - k_y)^2 \right]^2} dk_x dk_y
\]

(B9)

where \(\langle k^2_x \rangle\) and \(\langle k^2_y \rangle\) are averaged quantities extracted from the integral. For simplicity, we just set \(\langle k^2_x \rangle\) = \(Ck^2_{x,\text{max}}\) and \(\langle k^2_y \rangle\) = \(Ck^2_{y,\text{max}}\). With the fact that we know from the dispersion relation (see Eq.(A15)):

\[
\Theta_{\text{max}} \equiv \rho_i^2 k^2_{y,\text{max}} + \delta^2 k^2_{z,\text{max}} \sim 1
\]

(B10)

where \(\Theta_{\text{max}}\) is a constant, we can write the approximation below:

\[
\chi_1^{n\text{-res}} = \sqrt{2\varepsilon_0} C \Theta_{\text{max}} \chi_3^{n\text{-res}}
\]

(B11)

We can calculate all the other non-resonant transport coefficients in the same way, from \(\chi_1^{n\text{-res}}\) to \(\chi_6^{n\text{-res}}\). Let \(\theta \equiv \sqrt{2\varepsilon_0} \Theta_{\text{max}} C < 1\) be a constant.
For resonant transport coefficient $\chi_3^{\text{res}}$:

$$
\chi_3^{\text{res}} \approx \int_0^{k_{x,\text{max}}} \int_0^{k_{y,\text{max}}} \frac{\tilde{\chi}}{2\pi^2 \Delta k_x \Delta k_y} \left[ \frac{k_x^2 \delta (\omega_R - k_y \Omega) - k_y b_k \Omega_D)}{1 + \left( \frac{k_x - k_{y,0}}{\Delta k_x} \right)^2} \right] \left[ 1 + \left( \frac{k_y - k_{y,0}}{\Delta k_y} \right)^2 \right] dk_x dk_y
$$

Put $\Theta_{\text{res}}$, $\Delta k_y = \beta_y k_{y,\text{max}} = \beta_y/\mu_y \rho_i$ and $\Delta k_x = \beta_x k_{x,\text{max}} = \beta_x/\mu_x \rho_i$. Then we can approximate the expression above as:

$$
\chi_3^{\text{res}} \approx \int_0^{k_{x,\text{max}}} \int_0^{k_{y,\text{max}}} \frac{\tilde{\chi}}{2\pi^2 \Delta k_x \Delta k_y} \left[ \frac{1}{1 + \left( \frac{k_x - k_{y,0}}{\Delta k_x} \right)^2} \right] \left[ 1 + \left( \frac{k_y - k_{y,0}}{\Delta k_y} \right)^2 \right] \frac{\beta_y}{\mu_y \rho_i} \left( \Omega + \frac{3/2}{\tau + 2\sqrt{2} \Theta_{\text{res}}} \right)
$$

We can set $\tau + 2\sqrt{2} \Theta_{\text{res}} \sim 3/2$ for convenience. An approximate expression for $\chi_3^{\text{res}}$ can be obtained as Eq. (B17).

Other resonant coefficients can be calculated the same way, for instance $\chi_2^{\text{res}}$. Integrating the expression of $\chi_2^{\text{res}}$ gives:

$$
\chi_2^{\text{res}} \approx \int_0^{k_{x,\text{max}}} \int_0^{k_{y,\text{max}}} \frac{\tilde{\chi}}{2\pi^2 \Delta k_x \Delta k_y} \left[ \frac{k_x^2 \delta (\omega_R - k_y \Omega) - k_y b_k \Omega_D)}{1 + \left( \frac{k_x - k_{y,0}}{\Delta k_x} \right)^2} \right] \left[ 1 + \left( \frac{k_y - k_{y,0}}{\Delta k_y} \right)^2 \right] dk_x dk_y
$$

We can approximate the expression above as:

$$
\chi_2^{\text{res}} \approx \int_0^{k_{x,\text{max}}} \int_0^{k_{y,\text{max}}} \frac{\tilde{\chi}}{2\pi^2 \Delta k_x \Delta k_y} \left[ \frac{1}{1 + \left( \frac{k_x - k_{y,0}}{\Delta k_x} \right)^2} \right] \left[ 1 + \left( \frac{k_y - k_{y,0}}{\Delta k_y} \right)^2 \right] \frac{\beta_y}{\mu_y \rho_i} \left( \Omega + \frac{3/2}{\tau + 2\sqrt{2} \Theta_{\text{res}}} \right)
$$

**Appendix C: Potential Enstrophy Budget**

In this section, we discuss the potential enstrophy (PE) budget of the potential vorticity system Eq. (13)-(14) derived in section II. The potential enstrophy is defined as $\langle (q + \delta q)^2 \rangle dx$. First, we multiply $\langle q \rangle$ on the both sides of Eq. (13) and integrate it in $x$. Here we assume the domain is $x \in [L, R]$. This gives:

$$
\partial_t \int_L^R \frac{1}{2} \langle q \rangle^2 dx = - \int_L^R \partial_x \langle \bar{V}_x \delta q \rangle \langle q \rangle dx
$$

For the fluctuation PV Eq. (14), we multiply $\delta q$ on the both sides and integrate it in the whole space. This gives:

$$
\partial_t \int_L^R \frac{1}{2} \langle \delta q \rangle^2 dx + \int_L^R \left( \nabla \cdot \left( \bar{V} \delta q \right) \right) dx = - \frac{3}{2} \Omega_D \int_L^R \langle \delta q \partial_y \bar{T} \rangle dx - \langle \bar{V}_x \delta q \rangle \langle q \rangle
$$

After adding the two equations above, we see the PE budget is determined by three parts: the triplet nonlinear term, the correlation of $\delta q$ and $\bar{T}$, and the potential vorticity flux from boundary. A quasilinear approximation...
of the PV flux can be obtained using the same method in section III. So the second term in the R.H.S. of Eq.(C2) becomes:

\[
\langle \tilde{V}_z \delta q \rangle_R^L = \chi_3 C_i \partial_x \Delta \phi_Z \left[ \frac{\ln(T)}{\sqrt{2\varepsilon_0}} - C_i \Delta \phi_Z \right]_L^R - (\chi_1 + \chi_3) \frac{\partial_x \ln(T)}{\sqrt{2\varepsilon_0}} \left[ \frac{\ln(T)}{\sqrt{2\varepsilon_0}} - C_i \Delta \phi_Z \right]_L^R
\]

(C3)

If we set the boundary conditions the same as Eq.(62)-(64), then \( \partial_x \Delta \phi_Z |_B = 0 \), the first term in the R.H.S. of Eq.(C3) is 0. Finally, for the second term in the R.H.S. of Eq.(C2):

\[
\langle \tilde{V}_z \delta q \rangle_R^L = - (\chi_1 + \chi_3) \frac{\kappa_T^B}{\sqrt{2\varepsilon_0}} \langle q \rangle_L^R \sim 2 \chi^2 \frac{\kappa_T^B}{\sqrt{2\varepsilon_0}} \langle q \rangle_L^R
\]

(C4)

where we defined \( \Omega_Z = 0 \) at boundaries. So \( \chi \) is always non-resonant at boundaries. Equation above means the constant driving heat flux from boundary times the mean PV is a source or sink for the total PE.

The first term in the R.H.S. of Eq.(C2) is actually a correlation between fluctuating temperature and vorticity, since the averaging \( \langle \cdot \rangle \) in y:

\[
\int_L^R \langle \delta q \partial_y T \rangle dx = \int_L^R \langle (\tilde{T} - C_i \Delta \phi) \partial_y \tilde{T} \rangle dx = -C_i \int_L^R (\Delta \phi \partial_y \tilde{T}) dx
\]

(C5)

Here \( C_i (\Delta \phi \partial_y \tilde{T}) \) has the quasi-linear approximation:

\[
\langle \Delta \phi \partial_y \tilde{T} \rangle \simeq \Theta(1 - \sqrt{2\varepsilon_0} \Theta) \chi_3 C_i \partial_x \Delta \phi_Z - \Theta \chi_3 \partial_x \ln(T) \frac{\sqrt{2\varepsilon_0}}{\sqrt{2\varepsilon_0}}
\]

(C6)

where \( \Theta = \frac{\delta T^2}{k_b^2} + \rho_0^2 k_b^2 < 1 \) and \( \varepsilon_0 < 1 \), thus \( \sqrt{2\varepsilon_0} \Theta < 1 \) and \( 1 - \sqrt{2\varepsilon_0} \Theta < 1 \). Putting the formula above into Eq.(C5), integrating it and assuming the system is in an initial state where \( \partial_x \chi_3 = 0 \) give the result:

\[
- \frac{3}{2} \Omega_D \int_L^R \langle \delta q \partial_y \tilde{T} \rangle dx \simeq \frac{3}{2} \Omega_D C_i \Theta \chi^2 \langle q \rangle_L^R
\]

(C7)

Collecting all the results above and putting them into Eq.(C2), we have the total PE budget as:

\[
\partial_t \int_L^R \left( \frac{(q)^2}{2} + \langle \delta q^2 \rangle \right) dx \simeq \left( \frac{3}{2} \Omega_D C_i \Theta - 2 \frac{\kappa_T^B}{\sqrt{2\varepsilon_0}} \right) \chi^2 \langle q \rangle_L^R
\]

(C8)

where the nonlinear term is neglected. There is a critical boundary gradient in PE budget Eq.(C8):

\[
(k_T)^B_C = \frac{3}{4} C_i \Omega_D \Theta \sqrt{2\varepsilon_0}
\]

(C9)

When \( \langle q \rangle_L^R > 0 \) and \( \kappa_T^B > (k_T)^B_C \), the total potential entropy of the system will decrease driving by the existing boundary heat flux. And the stronger the boundary drive is, the further the PE evolves towards reduction. Eq.(C9) has the same form as the criterion for staircase pattern triggering in Eq.(81).
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