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ABSTRACT OF THE DISSERTATION

Potential Vorticity Dynamics and Models of Zonal Flow Formation

by

Pei-Chun Hsu

Doctor of Philosophy in Physics

University of California, San Diego, 2015

Professor Datrick H. Diamond, Chair

We describe the general theory of anisotropic flow formation in quasi two-

dimensional turbulence from the perspective on the potential vorticity (PV) trans-

port in real space. The aim is to calculate the vorticity or PV flux. In Chapter 2,

the general structure of PV flux is deduced non-perturbatively using two relaxation

models: the first is a mean field theory for the dynamics of minimum enstrophy

relaxation based on the requirement that the mean flux of PV dissipates total po-

tential enstrophy but conserves total fluid kinetic energy. The analyses show that

the structure of PV flux has the form of a sum of a positive definite hyper-viscous

and a negative or positive viscous flux of PV. Turbulence spreading is shown to

be related to PV mixing via the link of turbulence energy flux to PV flux. In the

relaxed state, the ratio of the PV gradient to zonal flow velocity is homogenized.

xiii



This structure of the relaxed state is consistent with PV staircases. The homog-

enized quantity sets a constraint on the amplitudes of PV and zonal flow in the

relaxed state.

The second relaxation model is derived from a joint reflection symmetry

principle, which constrains the PV flux driven by the deviation from the self-

organized state. The form of PV flux contains a nonlinear convective term in

addition to viscous and hyper-viscous terms. The nonlinear convective term, how-

ever, can be viewed as a generalized diffusion, on account of the gradient-dependent

ballistic transport in avalanche-like systems.

For both cases, the detailed transport coefficients can be calculated using

perturbation theory in Chapter 3. For a broad turbulence spectrum, a modula-

tional calculation of the PV flux gives both a negative viscosity and a positive

hyper-viscosity. For a narrow turbulence spectrum, the result of a parametric in-

stability analysis shows that PV transport is also convective. In both relaxation

and perturbative analyses, it is shown that turbulent PV transport is sensitive to

flow structure, and the transport coefficients are nonlinear functions of flow shear.

In Chapter 4, the effect of mean shear flows on zonal flow formation is

considered in the contexts of plasma drift wave turbulence and quasi-geostrophic

turbulence models. The generation of zonal flows by modulational instability in

the presence of large-scale mean shear flows is studied using the method of charac-

teristics as applied to the wave kinetic equation. It is shown that mean shear flows

reduce the modulational instability growth rate by shortening the coherency time

of the wave spectrum with the zonal shear. The scalings of zonal flow growth rate

and turbulent vorticity flux with mean shear are determined in the strong shear

limit.

xiv



Chapter 1

General Introduction

Figure 1.1: Flowchart for Chapter 1.

The overview of this chapter is as follows. We start with an introduction to

the physical systems studied: geophysical fluids and plasmas. The main features

and problems of these systems are discussed. The focus is on the importance

of large-scale, turbulence-generated flows, namely zonal flows. This leads us to

1
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physics issues of zonal flow formation and the dynamics of potential vorticity (PV).

The key to the zonal flow-turbulence systems is identified as inhomogeneous PV

mixing. The question of how to represent inhomogeneous PV mixing motivates

the research presented in this thesis.

1.1 What are the physical systems we study?

Figure 1.2: The Sun, Jupiter, Earth, and a tokamak. Images from NASA and
schematic from General Atomics.

The physical systems we are motivated to study include geophysical fluids

like Earth’s atmosphere and Jovian atmosphere, the solar tachocline, and plasmas

in magnetic confinement fusion devices like tokamaks (Figure 1.2). Even though

the sizes of a star, a planet, and a fusion device are different by many orders of

magnitude, these systems are all quasi two-dimensionalized due to fast rotation,

strong stratification, or fast electron motion along magnetic field lines (Table 1.1),

and these systems each have the common element of low effective Rossby number.

By effective Rossby number I am referring to the ratio of characteristic vorticity
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(convective velocity scale divided by length scale) to effective background vorticity

(planetary rotation frequency in geophysical fluids or ion cyclotron frequency ωci

in magnetically confined plasmas). Table 1.1 lists and compares the key param-

eters of planetary atmospheres, the tachocline, and tokamaks. Researchers have

found great similarities in the fundamental dynamics of large-scale flows in these

seemingly unrelated systems. A wide class of phenomena in geophysical fluids

and magnetically confined plasmas can be understood in terms of the dynamics

of vorticity or potential vorticity (PV). In this thesis we focus on one of the ubiq-

uitous phenomena: large-scale, turbulence-generated shear flows, namely zonal

flows. Before proceeding to introduce the dynamics of PV transport and zonal

flow formation, let me first briefly introduce the physical systems we study.

Table 1.1: Comparison of planetary atmospheres, the solar tachocline, and
tokamaks.

atmosphere tachocline tokamak

rotation stratification guiding field
Leading anisotropy Ω buoyancy freq.Nb B0

cyclotron motion,
Cause of quasi Ω� U/L Nb � U/L fast electron motion

two-dimensionality → R0 � 1 → Ri � 1 along field lines

(v = E ×B)
Eff. Rossby # Ωeff = 2Ωsinθ Ωeff = 2ΩSunsinθ Ωeff = ωci
R0 ≡ U/ΩeffL R0 � 1 R0 ∼ 0.1− 1 R0 � 1

Eff. Reynolds #
Re ≡ UL/ν Re � 1 Re � 1(∼ 1010) Re ∼ 10− 100

1.1.1 Geophysical fluids

Geophysical fluids include the Earth’s atmosphere, ocean, and interior, lava

flows, and planetary atmospheres. The importance of the Earth’s atmosphere

and the ocean to human beings needs no explanation. The atmosphere is where
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we live in; the ocean covers 71 percent of the Earth’s surface and contains 97

percent of the planet’s water . The phenomena of the atmosphere and the ocean,

such as weather, waves, large scale atmospheric and oceanic circulations, water

circulation, jets, etc., have fascinated humans for centuries. Even though the

motion of some phenomena is complex, scientists have developed simplified models,

especially for the dynamics of large-scale flows. Geophysical fluid dynamics (GFD)

is the study of fundamental principles for large-scale geophysical flows without

considering overwhelming details of small scales.

Charney [5] was one of the first who used scaling laws to develop reduced

models of large-scale midlatitude atmospheric circulation. He used an approxi-

mation (later called quasi-geostrophic model) to filter out lengths of atmospheric

waves that are not important in meteorology. In Charney’s letter to Thompson

in February of 1947, he wrote: “We might say that the atmosphere is a musical

instrument on which one can play many tunes. High notes are sound waves, low

notes are long inertial waves, and nature is a musician of the Beethoven than the

Chopin type. He much prefers the low notes and only occasionally plats arpeggios

in the treble and then only with a light hand. The oceans and the continents are

the elephants in Saint-Saëns’ animal suite, marching in a slow cumbrous rhythm,

one step every day or so. Of course, there are overtones: sound waves, billow

clouds (gravity waves), inertial oscillations, etc, but there are unimportant and are

heard only at N.Y.U and M.I.T.” Other early pioneers in this field include Hadley

(1753), Maury (1855) [6] and Ferrel (1856) [7]. Thanks to countless observations

of the Earth’s atmosphere and oceans, great progress has been made since than,

especially in understanding the nonlinear dynamics.

The atmosphere and the ocean are thin layers of stratified fluids on a rotat-

ing sphere. The vertical thickness of the atmosphere or the ocean (H ∼ 1−10 km)

is much smaller than the radius of the Earth (R⊕ = 6371km). So the aspect ratio,

the ratio of the vertical length scale H to the horizontal scale L, is very small for

motion of synoptic scale (L ∼ 102− 103 km in the atmosphere and 10− 102 km in

the oceans). The small aspect ratio and the strong stratification allow us to ap-

proximate the system as a “shallow water” system–a thin layer of constant density
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fluid with a free surface in hydrostatic balance. The rotating shallow water model

is one of the most useful models in GFD, because the effect of Earth’s rotation

is considered in a simple framework. The effect of rotation is represented by the

Rossby number, which is defined as R0 ≡ U/fL, the ratio of the advective time

scale U/L (where U is the horizontal velocity scale) to the Coriolis parameter f .

When Rossby number is small, the fast motion driven by inertial gravity waves can

be neglected. As a result, the motion can be determined by the balance between

the Coriolis force and pressure gradient, called geostrophic motion.

Figure 1.3: A tangent plane on a rotating sphere. β-plane is the simplest
tangent plane which takes into account of the variation of Coriolis force with
latitude. Coordinates are: the x-axis in the eastward direction, y-axis in the
northward direction and z-axis in the vertical direction. Kelvin’s theorem states
that a circulation around a closed curve moving with the fluid remains constant
with time.

The temporal evolution of geostrophic motion is is described by the quasi-

geostrophic equations, which are widely used for theoretical studies of geophysical

flows. Note that since quasi-geostrophic flows are in near-geostrophic balance,

the Rossby number is assumed small. The quasi-geostrophic vorticity equation

will be discussed later in 1.1.3, together with the model equation for magnetically

confined plasma turbulence. The GFD equations are more conveniently described
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using Cartesian coordinates than spherical coordinates. For phenomena on a scale

smaller than the global scale, the geometric effects of the Earth’s sphericity is not

central, and so “a piece of shell” at a certain latitude θ0 can be approximated as a

plane tangent to the surface of the Earth (Figure 1.3). The latitudinal displacement

on the plane, y, is approximately equal to R⊕(θ− θ0). The simplest tangent plane

is the f -plane, in which the Coriolis parameter f = 2Ωsinθ is a constant, where

Ω is the angular velocity of the Earth. However, the variation of Coriolis force

is the most important dynamical effect of sphericity in GFD. Therefore, in this

thesis we use the β-plane, in which the variation of Coriolis effect with latitude is

approximated as f = f0 + βy, where β = ∂f/∂y = (2Ωcosθ0)/R⊕.

Kelvin’s circulation theorem is a fundamental conservation law for inviscid

barotropic fluids. Imagine a patch of fluid elements with area A displaced from

one point to the other (Figure 1.3). Kelvin’s theorem states that the circulation

around the loop of area A that consists continuously of the same fluid elements is

conserved, for flows governed by Euler’s equation:

d

dt

∫
A

(∇× v + 2Ω) · ẑdS = 0. (1.1)

We can see that Kelvin’s theorem conserves the sum of vorticity ω and planetary

vorticity 2Ωsinθ, i.e., conservation of PV in two-dimensional quasi-geostrophic sys-

tems. As we will see later, the dynamics of PV is central to flow formation in

quasi-geostrophic fluids. The vorticity ω = ẑ · (∇× v) evolves as

dω

dt
= −2Ωcosθ

dθ

dt
= −βvy. (1.2)

For geostrophic flow, the velocity is determined by the balance between the Coriolis

force and pressure gradient v = −∇P × ẑ/2Ω, and so the vorticity is given by

ω = ∇2P/2Ω. Note that the pressure P in geostrophic is equivalent to stream

function ψ in this case, since (vx, vy) = (−∂yP, ∂xP ). The vorticity equation then

becomes
d∇2ψ

dt
= −β∂xψ. (1.3)

This β-plane vorticity equation gives the simplest representations of the large scale

dynamics in quasi-geostrophic systems (low frequency and low effective Rossby
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number.) The linear wave in quasi-geostrophic fluids is called Rossby wave. It’s

dispersion relationship in β-plane is given by the β-plane equation: ωk = −βkx/k2
⊥,

where k2
⊥ = k2

x + k2
y. Note that as a patch of fluid moves along the meridional

direction, planetary vorticity f0 + βy varies in ŷ. As a consequence, the relative

vorticity ω of a fluid parcel must change accordingly, in order to conserve PV, and

so resulting in the propagation of a Rossby wave (Figure 1.4). Rossby waves are

dispersive and “backward”, i.e., their latitudinal/radial phase and group velocity

are opposite. We will see later that drift waves in magnetically confined plasmas

is also dispersive and backward, because their governing vorticity equations have

the same form.

Figure 1.4: Rossby wave (Vallis 2006 [1]). The conservation of ω+ βy results in
the propagation of Rossby wave.

The quasi-geostrophic equations can be used as the hydrodynamic model

equations of the solar tachocline, a thin layer between the solar convection zone

and the radiative interior. This transition layer (especially the lower part) is stably

stratified, resulting in its quasi two-dimensional nature. The tachocline has strong

latitudinal and radial differential rotation, because the angular velocity profile of

its two neighbors are totally different: the convection zone has profound latitudinal

differential and radial rotation, while the radiation zone has nearly uniform rota-

tion. The tachocline is believed to play a crucial role in the solar magnetic activity

associated with global dynamo. It is still unclear why the tachocline is so thin–

less than 5% of the solar radius. To answer this question one must understand

the momentum transport in the tachocline. The tachocline is stably stratified

(Richardson number ∼ 103 in lower tachocline), rotationally influenced (Rossby
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number ∼ 0.1−1), and strongly turbulent (Reynolds number ∼ 105). Thus, quasi-

geostrophic equations are suitable equations for hydrodynamic models of turbulent

transport in the tachocline.

1.1.2 Magnetically confined plasmas

Nuclear fusion is the process that the Sun and other stars generate energy

at their cores. It is also one of the most promising options for generating large

amounts of carbon-free energy here on Earth in the future. Magnetic confinement

fusion devices, like tokamaks and stellarators, use strong magnetic fields to confine

plasmas so that the plasmas can achieve the temperature and pressure necessary

for fusion to take place. The challenge is to confine the hot plasmas for a long

enough time so that the energy produced by fusion reactions is larger than the

energy put into heating up the fuel. The condition for which a fusion reaction

release more energy than the input energy is known as ignition. Ignition can be

achieved when the Lawson criterion is satisfied. The idea of the Lawson criterion

is to have 1) high enough ion temperature Ti so that nuclei with large kinetic

energies are able to overcome the Coulomb barrier; 2) sufficient ion density ni so

that the reaction rate is reasonably high; 3) sufficient confinement time τE, i.e.,

that the energy lost rate of the system is small enough so that the reaction is

sustainable. The Lawson criterion of a magnetically confined, deuterium-tritium

plasma is given by niτETi > 3×1021m−3s keV. The Lawson criterion can be written

in terms of magnetic field as βtB
2τE > 6×1021(µ0kB)m−3s keV, for a given plasma

beta βt = nkBT
B2/(2µ0)

. We can see increasing the strength of the magnetic field helps

to reach ignition.

The Lawson criterion clearly points out the crucial role of plasma confine-

ment. Since plasmas in toroidal magnetic devices are hotter and denser in the core

than the edge, the gradients of temperature and density naturally drive “outward”

transport of heat and particles. The classical cross-field transport mechanism is

collisional diffusion. However, the observed transport in the experiments is signifi-

cantly higher than that would be expected on the basis of classical considerations,

even in the absence of macroscopic instabilities. This so-called “anomalous” trans-
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port is due to turbulence, which is ubiquitous in magnetically confined plasmas

and can effectively transport heat across confining field lines. Therefore, turbulent

transport has been a major issue for the development of fusion reactors, and un-

derstanding the physics of turbulent transport has been a key scientific challenge.

Turbulence in magnetically confined plasmas consists of instabilities and collective

oscillations. There are many collective modes, but what dominates the transport

are the lowest frequency modes. In particular, drift wave turbulence can explain

the observed anomalous transport level and so is widely accepted as the main con-

tributor to turbulent transport. A comparison between drift wave turbulence and

quasi-geostrophic turbulence is shown in Table 1.2. A comparison of the linear

waves in these two systems–drift wave and Rossby wave–is shown in Table 1.3.

Table 1.2: Comparison of quasi-geostrophic and drift-wave turbulence.

quasi-geostrophic drift-wave

force Coriolis Lorentz

velocity geostrophic E ×B

linear waves Rossby waves drift waves

conserved PV q = ∇2ψ + βy q = n−∇2φ

inhomogeneity β ∇n,∇T

turbulence usually strongly driven not far from marginal

Reynolds number R >> 1 R ∼ 10− 102

zonal flows jets, zonal bands n = 0 electrostatic fluctuations
→ sheared E ×B flows

role of zonal flows transport barriers L-H transition, ITB

Drift waves are driven by the inhomogeneity of the plasma, one of the most

universal configurations of fusion plasmas. In the presence of density gradient

∇n, electrons react much faster (along the field lines) than ions to the density

perturbations ñ, due to low electron inertia. Thus, positive potentials φ > 0
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and the electric field (E = −∇φ) develop in the regions with positive density

perturbations ñ > 0. The corresponding electric field then causes the E × B

drift, which results in a propagation of the density perturbations in the direction

of ∇n×B. In the case of adiabatic electrons ñ/n0 = eφ/Te–i.e., electrons respond

to the parallel perturbations instantaneously–the cross phase between the density

perturbation and electrostatic potential goes to zero 〈ñvr〉 = 0, and there will be

no net transport. The electron response can be non-adiabatic ñ/n0 = (1−iδ)eφ/Te
due to various dissipative mechanisms. In this case, the potential perturbation fall

behind the density perturbation. This in turn amplifies density perturbations, so

drift wave modes become unstable. Similar to the quasi-geostrophic system, drift

wave turbulence is anisotropic; the turbulent transport is quasi two-dimensional

in the sense that it mainly occurs in the poloidal plane. The reason is that plasma

fluctuations have very small along-field components compared with the cross-field

components, because of strong guiding magnetic fields.

Table 1.3: Comparison of Rossby wave and drift wave.

Rossby wave drift wave

equation variable variable fluid depth electrostatic potential φ

background average depth H mean density n0

dispersion relation ωk = − βkx
k2
⊥+L−2

D

ωk = − βkx
k2
⊥+ρ−2

s

symmetry breaking β = ∂yf β = ∂rlnn0

characteristic scale LD =
√
gH
f
≈ 106m ρs = 1

ωci

√
Te
mi
≈ 10−3m

fast frequency of the system f ≈ 10−2s−1 ωci ≈ 108s−1

period ≈ 5 days ≈ 10−3s

wavelength ≈ 106 m ≈ 10−3m

The theoretical studies of drift wave instabilities were initially focused on

a perturbation analysis of weak turbulence theory. However, strong electrostatic

turbulence was diagnosed in the late 1970s. In turbulent fusion plasmas, modes
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grow and interact with one another, and the non-linearity becomes important.

The nonlinear coupling can cause wide spreading of frequency and wave numbers

in drift wave turbulence spectra. The Hasegawa-Wakatani (H-W) [8] system is

the simplest nontrivial drift wave system which takes into account non-linearity

and relates the transport of PV to the energetics of the system by, including

resistivity. The HW system is a coupled set of equations for the plasma density

and electrostatic potential:

d∇2φ

dt
= −D||∇2

||(φ− n) + ν∇2∇2φ,

dn

dt
= −D||∇2

||(φ− n) +D0∇2n, (1.4)

with ν kinetic viscosity, D0 diffusivity, and D|| = Te/ηn0ωcie
2, where η is the

electron resistivity and n0 equilibrium density. The variables in equation (1.4) are

normalized as x/ρs → x, ωcit→ t, eφ/Te → φ, and ñ/n0 → n, where ρs is the ion

gyroradius at electron temperature and ωci the ion cyclotron frequency. The PV in

H-W system, n−∇2φ, is locally advected and is conserved in the inviscid limit. The

H-W system has two limits with respect to D||k
2
||/ω, which describes the parallel

electron response. In the hydrodynamic limit D||k
2
||/ω = 0, the vorticity and

density equations are decoupled. Vorticity is determined by the 2D Navier-Stokes

equation, and the density fluctuation is passively advected by the flow obtained

from the NS equation. In the adiabatic limit D||k
2
||/ω →∞, the electrons become

adiabatic n ≈ φ, and the equations reduce to the Hasegawa-Mima (H-M) equation

[9], which we discuss together with the quasi-geostrophic vorticity equation in 1.1.3.

The nonlinear coupling of drift-wave turbulence includes the coupling between

drift wave modes (finite n) and zonal flows (n=0). Zonal flow plays a crucial role

in controlling transport in drift-wave turbulence, because 1) zonal flows can de-

correlate eddys and so reduce turbulent transport and 2) turbulent energy can

transferred to zonal flow, since zonal flow are driven by drift waves (see section 1.2

for details).
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1.1.3 Charney-Hasegawa-Mima equation

The model equations we consider for quasi-geostrophic fluids and drift wave

turbulence are the quasi-geostrophic equation [5] and the H-M equation [9]. The

2D quasi-geostrophic equation is given by

∂

∂t
(∇2ψ − L−2

d ψ) + β
∂

∂x
ψ + J(ψ,∇2ψ) = 0, (1.5)

where ψ is the stream function, Ld is the Rossby deformation radius, x-axis is in

the zonal direction, and J is the Jacobian operator. The H-M equation for drift

wave turbulence is given by

1

ωci

∂

∂t
(∇2φ− ρ−2

s φ)− 1

Ln

∂

∂y
φ+

ρs
Ln
J(φ,∇2φ) = 0, (1.6)

where φ is the normalized electrostatic potential, Ln is the density gradient scale

length, and y-axis is in the poloidal direction. The quasi-geostrophic equation and

the H-M equation have the same structure. Both equations express material con-

servation of potential vorticity (PV) in the inviscid limit. The PV in geostrophic

fluids is q = ∇2ψ − L−2
d ψ + βy, the sum of absolute vorticity and effective plane-

tary vorticity, while the PV in drift-wave turbulence is q = ∇2φ − ρ−2
s φ + L−1

n x,

i.e., polarization charge, or ion vorticity due to E ×B drift, plus plasma density

fluctuation, which is equivalent to potential fluctuation in H-M model. Thus, the

Charney-Hasegawa-Mima equation conserves, in addition to total kinetic energy,

potential enstrophy (squared PV).

We use GFD notation and equation (1.5) for the rest of the thesis, so the

y-axis is in the direction of inhomogeneity, i.e., the radial direction in plasma or

the meridional direction in GFD, and the x-axis is in the direction of symmetry,

i.e., the poloidal direction in plasma or the longitudinal direction in GFD. For

turbulence with scales much smaller than Ld or ρs, PV is ∇2ψ + βy (β = ∂
∂y

lnn0

for drift wave turbulence). The flux of PV is simply the flux of vorticity, and the

dispersion relation of the linear waves (drift waves in plasma or Rossby waves in

GFD) is ωk = −βkx/k2, where k2 = k2
⊥ = k2

x + k2
y.
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1.2 Why are jets and zonal flows important in

quasi-geostrophic and drift wave turbulence?

1.2.1 Atmospheric phenomena

Figure 1.5: Typical Locations of Jet Streams Across North America. Image from
NASA.

Zonal jets and zonally symmetric band-like shear flows, hereafter zonal

flows, are ubiquitous atmospheric phenomena. The jet stream in the Earth’s atmo-

sphere (Figure 1.5), and belts and zones in the Jovian atmosphere (Figure 1.2 and

1.7) are well-known examples of zonal flows. There are two classes of jet stream

on Earth: the mid-latitude eddy-driven jet stream and the subtropical thermally-

driven jet stream. The former, also called sub polar jets, are driven by baroclinic

eddies in the midlatitudes. The formation of such jets can be explained by momen-

tum convergence of Rossby wave turbulence, as shown in Figure 1.6. When Rossby

waves are excited in a finite region, the condition of wave radiation requires outgo-

ing wave energy flux from the excitation region, i.e., outgoing group velocity. Since

ωk = −βkx/k2, the meridional energy density flux vgy(∇ψk)2 = 2βkxkyk
−2|ψk|2

is in the opposite direction to the meridional eddy zonal-momentum flux, i.e.,

Reynolds stress 〈ṽxṽy〉 = −kxky|ψ̃k
2|. Thus, energy divergence directly results in
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momentum convergence. Note that this picture is meaningful when the excita-

tion region is localized relative to the dissipation region. Rossby wave turbulence

in the mid-latitude are predominantly excited by baroclinic instabilities. Thus,

eddy-driven jets in the mid-latitudes are more evident in baroclinic zones over the

Western Atlantic and Pacific ocean.

Figure 1.6: Generation of zonal flow on a β plane or on a rotating sphere (Vallis
2006 [1]). “Stirring in mid-latitudes (by baroclinic eddies) generates Rossby waves
that propagate away from the disturbance. Momentum converges in the region of
stirring, producing eastwardd flow there and weaker westward flow in the flanks.”

Zonal flows and other large-scale atmospheric motions are one of the most

active areas of GFD research. Understanding the physics of zonal flows and their

influence on the atmospheric and ocean circulations, climate, and the ecosystem

is of great practical interest. It can help meteorologists to improve the weather

forecasting (e.g., [10]). Moreover, the “ozone hole” problem is closely related to the

interplay between the flow motions and the chemicals in the ozone layer (e.g. [11]).

To have a complete understanding of large-scale atmospheric motions, one should

also consider the effects of small scale motions, convection, boundary conditions

(like interaction with the ocean and land), etc. The study of the whole picture

is beyond the scope of this thesis. I will focus primarily on the dynamics for

large-scale flow formation and it’s interplay with small-scale fluctuations in this

thesis.
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Figure 1.7: The speed measurements of Jovian zonal flows have been added to
the image of Jupiter. The vertical black line indicates zero speed. The highest
velocities exceed 150m/s. Image from NASA.

Zonal flows are also commonly observed in the atmospheres of other planets.

Jupiter’s banded flow structure is one of the most spectacular display of fluid

mechanics. The pattern of striped bands parallel to the equator with various colors

was first observed by R. Hook nearly 350 years ago [12]. The banded structure,

consisting a series of zones and belts across the planet, are in the weather layer of

Jovian atmosphere. The weather layer is a thin, stably stratified surface spherical

layer above the convectively unstable interior. The light zones and dark belts are

above upward and downward parts of convective currents, and so correspond to

high-pressure and low-pressure regions in Jupiter’s atmosphere. Underlying the

bands is a stable pattern of eastward and westward wind flows, namely Jupiters

zonal flows. The eastward equatorial zonal flow has similar speed as the Earth’s

jet stream (∼ 102m/s). Outside the equatorial region, the speed of alternating

zonal flows diminishes toward the pole (Figure 1.7). Contrary to the Earth’s zonal

flows, Jovian zonal flows have persisted without major changes. The latitudes of

maximum and minimum zonal velocities have remained remarkably constant since
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the first observations from Voyager in 1979.

Figure 1.8: Deep layer model of Jovian zonal flows (Busse 1976 [2]). A schematic
drawing of the interior of Jupiter is shown. Taylor columns are formed in the
deep convective layer of the atmosphere. Northern and southern projections of
the Taylor columns onto the weather layer are shown. Zonal flows are driven by
coherent modulational (tilting) instability of an array of convective Taylor columns.

The origin of Jovian zonal flows is not fully understood. There are two

main theoretical scenarios. In the first scenario (see e.g., [13]), zonal flows form in

a shallow-water β-plane system. The zonal flows are driven by small scale turbu-

lence, which is maintained by convection in the underlying atmosphere, where the

convection is ultimately driven by the temperature gradient. In a two-dimensional

turbulent system, energy inverse cascades from small scales to large scales. In

the presence of anisotropic effect (β effect), banded zonal flows are formed instead

of large-scale round vortices. In the second scenario (first proposed by Busse in

1976 [2]), zonal flows are coupled with their energy source–the underlying deep

convective atmosphere. Because of small Rossby number, fluid flows tend to form

columnar cells aligned with the rotation axis, based on the Taylor-Proudman the-

orem. The formation of zonal flows occurs via coherent instability of an array

of these Taylor columnar vortices (Figure 1.8) in the convective interior. As for

numerical studies, numerical shell models have been able to generate zonal flows
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pattern in agreement with the observation. However, the Ekman numbers (the ra-

tio of viscous forces to Coriolis forces) explored in the numerical models are many

orders of magnitude larger than the reality.

Table 1.4: Comparison between shallow and deep models.

shallow shell deep convection layer

imposed turbulence on quasi-geostrophic
a thin weather layer convection

inverse cascade with coherent modulational instability
Rhines mechanism of an array of convection cells

increasing PV with latitude decreasing PV with latitude

The terrestrial jet stream and Jovian zonal flows have a crucial influence

on turbulent mixing and formation of transport barriers. For example, zonal flows

of Jupiter have been observed to inhibit the transport of vortex eddies across the

flows. Another example is the isolation of the polar vortex, a key player in polar

zone loss. The polar night jet effectively blocks mixing between southern polar

region from the outside during the winter. Therefore, air with richer ozone from

the mid-latitudes cannot be transported into the polar region.

1.2.2 Confinement of fusion plasmas

In toroidal magnetic fusion devices, zonal flows are sheared E×B flows from

disturbances in the electrostatic potential (Figure 1.9). Zonal flows are poloidally

symmetric (n = 0) and toroidally symmetric (m = 0) modes, with finite radial

scale (finite kr). Because of their symmetry, zonal flows do not have radial velocity

perturbations, and so do not have access to the free energy source stored in radial

gradients (e.g., ∇T,∇n). This means zonal flows must be excited by nonlinear

processes. Zonal flow are driven by nonlinear interactions between finite-n modes

in a spectrum of drift wave turbulence and n = 0 zonal flow modes.
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Figure 1.9: Zonal flows in toroidal plasma. The red region and the blue region
denote the positive and negative charges, respectively. Illustration from Japan
Atomic Energy Agency.

Zonal flows are important for plasma confinement because their shearing

acts to regulate drift wave turbulence and transport. A simple thought experiment

is as follows: consider a drift wave-packet propagating in zonal flow shear layers.

The zonal shearing will randomly tilt the wave-packet and narrow its radial extent,

i.e., the mean square radial number kr will increase. Consequently, the drift wave

frequency (ωk = ω∗e/(1 +k2
⊥ρ

2
s)) will decrease. There is a separation in time scales

between the low frequency zonal flow and the high frequency drift waves. Thus,

the wave action density, the ratio of wave energy density to wave frequency, is

conserved, and so drift wave energy will also decrease. Since the total energy of

the wave-zonal flow system is conserved, the energy of zonal flows must increase.

In other words, since zonal flows are generated by its nonlinear interactions with

drift wave turbulence, the energy growth of zonal flow must be transfered from

turbulence. Thus zonal flows naturally act to suppress drift wave turbulence and

the corresponding transport.

Table 1.5: Characteristics of zonal flow.

n = 0 and k|| = 0

modes of minimal inertia

modes of minimal Landau damping

modes of minimal radial transport
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One may wonder what makes zonal flows unique? Speaking of shearing

effects, the mean E×B shear flows are also able to decorrelate eddies and regulate

turbulent transport. Speaking of drawing energy from drift waves turbulence, other

low-n drift modes can also interact nonlinearly with finite-n modes and grow.

First, zonal flows and mean shear flows have an important difference: the driving

mechanism. Zonal flows are driven by turbulence, so the intensity of zonal flows

must decrease when there is no source of drift wave turbulence. On the other hand,

mean E ×B flows are driven by mean pressure gradient, and so can be sustained

in the absence of turbulence. Second, zonal flows are special compared with other

low-n modes because zonal flows are modes of minimum inertia, minimal Landau

damping, and no radial transport (see e.g., [14]). In the H-M equation (1.1.3),

the PV of drift waves is φ̃ − ρ2
s∇2φ̃ = (1 + k2

⊥ρ
2
s)φ̃. Since n = m = 0 zonal

flow modes are not affected by Boltzmann electron response, the PV of zonal

flow modes is k2
⊥ρ

2
sφ̃, i.e., zonal flow modes have minimum inertia among all the

drift modes. Consequently, zonal flows are the “preferential” modes to which to

couple energy. Moreover, as we’ve mentioned, zonal flow cannot tap the energy

Figure 1.10: Energy channel chart.

stored in radial gradients, and so do not contribute to radial transport. Therefore,

energy is “better-confined” when it is stored in zonal flows than in drift wave

turbulence. In other words, transferring free energy from the finite-n drift waves

to zonal flows gives a benign energy transfer channel for fusion confinement (Figure

1.10). Because of zonal flows’ favorable behavior for confinement, the physics of

zonal flow-drift wave dynamics have become the subject of intense interest and

investigation.
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Figure 1.11: Density profiles and fluctuations at five time points during the
LH transition in ASDEX (Wagner et al 1991): (a) development of steep density
gradient; b) suppression of edge fluctuations.

Due to the effect of decorelating eddies and suppressing turbulence, zonal

flows are believed to play an importance role in the development of the low-to-

high confinement mode (L-H) transition (see e.g., the review by Connor and Wilson

[15]). When the input power is near the H-mode power threshold, an intermediate,

oscillatory phase between the L mode and the H mode, called intermediate phase

(I-phase), can often be observed. The high confinement mode (H-mode), one

possibility of enhanced operation regimes in the next step large fusion devices, is

characterized by steep gradients at the edge of the plasma (Figure 1.11 a). During

the L-H transition, turbulence in edge plasmas is suppressed significantly (Figure

1.11 b). Correspondingly, the turbulent transport is reduced at the edge, so that

in turn can leads to the steepening of edge profiles. The suppression of edge

turbulence can be attributed to mean E ×B shear flows and zonal flows. Since

zonal flows are modes of minimal effective inertia, zonal flows tend to develop

in response to drift wave drive and regulate turbulence and associated transport,

allowing the buildup of a steep pressure gradient. As the mean shear driven by
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mean pressure gradient grows sufficiently strong, both turbulence and zonal flows

are damped at the final stage of the transition. While the shearing by mean flows

is coherent over longer times, the shearing of zonal flows has a complex spatial

structure (Figure 1.12) and is of limited coherency in time. Observations of time-

varying shear radial electric fields at the plasma edge suggests a link between the

formation of zonal flows and the development of L-H transitions. It is now believed

that mean shear flows and zonal flows both participate in the L-H transition, while

each plays a different role. (see e.g., [16, 17, 18, 19]).

Figure 1.12: Mean shear flow (a) and zonal flow (b) are illustrated (Diamond et
al 2005).

1.3 What are the physics issues?

The zonal flow problem is really one of self-organization of large-scale struc-

ture in turbulence. The physics of zonal flow dynamics is that of turbulence-zonal

flow dynamics, because zonal flow and turbulence are strongly coupled together,

forming a feedback loop (Figure 1.13). In fact, the drift wave turbulence is fre-

quently called “drift wave-zonal flow” turbulence. While the focus in this section

is primarily on the physics of zonal flow generation, we keep in mind this is just
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“half of the loop.”

Figure 1.13: Mutual interaction between turbulence and zonal flows (Diamond
et al. 05).

1.3.1 Physics of zonal flow formation

Zonal flows are generated by nonlinear interactions between wave turbulence

and zonal flow. In wave number space, energy is transferred from small-scale

Rossby/drift waves to large-scale zonal flows by nonlinear interactions, which are

three-wave (triad) interactions among two high-wave number drift waves and one

low-wave number zonal flow excitation, as shown in Figure 1.14 (b).

Figure 1.14: Possible triad interactions where k + k′ + k′′ = 0. (a)“local” triads
k ∼ k′ ∼ k′′: the wave-numbers of the three waves are similar. (b) “non-local”
triads k ∼ k′ >> k′′: one of the wave (zonal flow mode) has wavenumber much
smaller than that of the other two waves.

In position space, the energy transfer to zonal flows occurs via Reynolds

work. The evolution of zonal flow is determined by source (Reynolds stress) and
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sink (frictional damping):

∂

∂t
〈vx〉 = − ∂

∂y
〈ṽyṽx〉 − µ〈vx〉, (1.7)

where µ is friction in GFD or collisional drag in plasma. The angle brackets denote

the zonal average, and the tilde departure from it. The Reynolds stress is related

to vorticity flux by the Taylor identity [20]. The proof of the Taylor identity is

as follows: PV and velocity vector in quasi-geostrophic β-plane turbulence are

q = (∇2 − L−2
d )ψ + βy and (vx, vy) = (−∂ψ/∂y, ∂ψ/∂x). Therefore, the turbulent

PV flux is given by

〈ṽy q̃〉 =

〈
∂ψ̃

∂x

(
∂2ψ̃

∂x2
+
∂2ψ̃

∂y2
− L−2

d ψ̃

)〉

=

〈
1

2

∂

∂x

(
∂ψ̃

∂x

)2

+
∂

∂y

(
∂ψ̃

∂x

∂ψ̃

∂y

)
− ∂2ψ̃

∂y∂x

∂ψ̃

∂y
− L−2

d

2

∂

∂x
ψ̃2

〉
. (1.8)

The first, third and forth terms on the RHS of equation (1.8) vanish because of

zonally periodic boundary conditions. Thus, the PV flux becomes equivalent to

the Reynolds force

〈ṽy q̃〉 = − ∂

∂y
〈ṽxṽy〉 , (1.9)

and so the zonal flow is driven by turbulent transport of PV [20]

∂

∂t
〈vx〉 = 〈ṽy q̃〉 − µ〈vx〉. (1.10)

The Taylor identity clearly links the emergence of zonal flows to the trans-

port of PV by Rossby/drift wave motions. There is no assumption about the

fluctuation amplitude. Thus, the Taylor identity tells us that the turbulent PV

flux, including any contributions from strongly nonlinear processes like PV mix-

ing and wave breaking, is directly tied to formation of large-scale flows and jets.

Since the mixable quantity is PV instead of momentum, there is no reason to sup-

pose that the momentum flux is down-gradient, i.e., the “negative-viscosity” is no

longer an enigma. Note that one direction (x̂) of symmetry and another direction

(ŷ) of inhomogeneity are essential elements for the validity of the identity. To sum

up, the Taylor identity shows that inhomogeneous PV mixing is the fundamental

mechanism of zonal flow formation in a quasi two-dimensional fluid or plasma.
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While the significance of the PV mixing for zonal flow dynamics has been

more widely appreciated, the conventional explanation for zonal flow generation

has usually been referred to “inverse energy cascade” in two-dimensional turbulence

[21] together with the “Rhines mechanism” [22]. Two dimensional turbulence be-

haviors very differently from three dimensional turbulence (Figure 1.15). In three

dimensional turbulence, energy forward cascades to small scales. The cascade pic-

Figure 1.15: Contrast between energy cascades in three-dimensional and two-
dimensional turbulence.

ture of three-dimensional turbulence is captured by Lewis Fry Richardson’s poem

indebted to Jonathan Swift:

Big whirls have little whirls

That feed on their velocity;

Little whirls have lessor whirls,

And so on to viscosity.



25

The energy cascade in two dimensional turbulence is an opposite extreme (M.

E. McIntyre):

Big whirls meet bigger whirls,

And so it tends to go on:

By merging they grow bigger yet,

And bigger yet, and so on...

Two-dimensional turbulence supports two quadratic conserved quantities, namely

energy and potential enstrophy, resulting in a forward cascade of enstrophy to

small scales and an inverse cascade of energy to large scales. In the limit of small

viscosity, the energy is thought to inverse cascade to the largest possible scale–the

system size or to wavenumber zero.

Figure 1.16: Dual cascade and Rhines scale in two-dimensional Rossby/drift
wave turbulence.

Instead of eddies with sizes of the system, elongated vortices–zonal flows–

are formed in two-dimensional quasi-geostrophic or drift wave turbulence because

of the effect of anisotropy (β-effect). In this anisotropic cascade scenario, the size

of zonal flows is characterized by the Rhines scale, the cross over scale at which

eddy turnover rate and Rossby wave frequency mismatch are comparable (Figure
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1.16). Scales larger than the Rhines scale are dominated by Rossby waves, while

smaller scales are dominated by eddies. (Note that both eddies and waves can be

represented by ψ̃k = ψ̂ke
−iωt. Fluctuations with Im(ω) >Re(ω) are called eddies;

perturbations with Im(ω) <Re(ω) are called waves.) If the external forcing (stir-

ring) is at a scale smaller than Rhines scale, energy will inverse-cascade to larger

scales. The inverse cascade is dominated by local triad interactions of Rossby/drift-

wave turbulence (see Figure 1.14 (a)). Since Rossby waves are strongly dispersive

at large scales (low k), triad interactions are severally inhibited (three wave mis-

match). Only the interaction between one kx ≈ 0 zonal flow mode and two higher-k

Rossby waves are allowed (see Figure 1.14 (b)). Thus, the combination of Rossby

wave and turbulence preferentially leads to the formation of zonal flow.

The inverse cascade in quasi two-dimensional turbulent fluid can explain

zonal flow generation. However, zonal flows are also observed in systems with no

obvious inertial range, so inverse cascade cannot be the cause of zonal flow in this

case. The inverse cascade picture is simplistic since zonal flow can be and is driven

by Reynolds stresses, which result from vorticity (or potential vorticity) mixing.

Such small scale mixing processes depend more upon the forward scattering of

fluctuation enstrophy than they do on the inverse cascade. Moreover, the inverse

cascade is “local” while zonal flow generation is “non-local” in wave number space:

the inverse cascade occurs via nonlinear couplings between waves with similar

scales, while zonal flows are generated via nonlinear interactions between small-

scale Rossby/drift waves and large-scale zonal flows. Since PV mixing is a more

general mechanism for zonal flow formation than inverse cascade, I’ll move the

focus back to PV mixing.

1.3.2 Inhomogeneous PV mixing in space

The importance of PV mixing in space with respect to zonal flow formation

has been demonstrated in the Taylor identity: turbulent flux of PV equals to a

Reynolds force, which in turn drives the flow. In plasma community, Diamond and

Kim [23] were the first who discussed the vorticity and wave momentum transport

and zonal flow formation. The vorticity in magnetically confined plasmas is polar-
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Figure 1.17: Schematic jet-sharpening by inhomogeneous PV mixing (McIntyre
1982). The light and heavy curves are for before and after the mixing event. The
velocity curves in (b) are determined by inversion of PV profiles in (a).

ization charge, and the vorticity mixing is due to the guiding center am bipolarity

breaking. In GFD community, the physics of PV dynamics and zonal flow forma-

tion has been studied ever since Charney derived the quasi-geostrophic equation

in 1948. Dritschel and McIntyre [24] have reviewed PV mixing and formation of

persistent zonal jets in the Earth’s atmosphere and oceans. Figure 1.17 shows a

schematic of inhomogeneous PV mixing leading to sharpening of the zonal velocity

profile [25]. PV is strongly mixed on the equatorward side of the zonal flow. The

mixing of PV reshapes the large-scale PV distribution; it weakens the PV gradient

in the mixing region and strengthens the PV gradients in the adjacent regions.

The inversion of the change of the PV profile gives the change of the zonal velocity

profile. Thus, PV mixing in turn causes changes in the angular momentum distri-

bution. The latitudinal scale of the zonal flow becomes narrower after the mixing,

i.e., zonal flow is sharpened.

Dritschel and McIntyre point out that it has been observed in both exper-

iments and numerical simulations that mixing of PV usually results in parallel

zonal bands with nearly uniform values of PV. Zonal jets are located around the

interfaces of the bands, where PV gradients are steep. In extreme circumstances

when the PV gradients evolve steeper and steeper, the meridional profile of PV
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resembles a “staircase”. The structure of banded patterns accompanying jets is

observed in the atmospheres of Jupiter and some other giant gas planets, as well as

Earth’s atmosphere (though jets are more wavy). PV staircase is an idealized sat-

urated state consisting of perfectly mixed zones separated by sharp PV gradients.

The formation of PV staircase can be understood as follows. Considering a system

with a monotonic meridional background PV gradient, in the region where PV are

irreversibly mixed, waves break and dissipate. The PV gradients are increased in

the neighboring regions with no wave breaking. The gradient of PV provides a

restoring force for Rossby waves and thus prevents wave breaking and PV mixing.

Conversely, the restoring force in mixed regions is weakened, leading to further

mixing. This positive feedback mechanism is similar to the Phillips effect (O. M.

Phillips 1972), which states that in a system with background buoyancy gradi-

ent, the gravity wave elasticity are weakened in the mixing layers, causing further

mixing across stratification surfaces. On the other hand, the wave elasticity is

strengthened in the interfaces between the mixed layers, inhibiting mixing across

the interfaces. The formation of PV staircase can be explained by the PV Phillips

effect. In this thesis we provide another way to understand the formation of PV

staircase. In our minimum enstrophy model of PV transport, selective decay of

potential enstrophy in quasi-2D turbulence naturally results in a relaxed state with

the structure similar to the PV staircase.

The alternating jet pattern of coherent structures, the so-called E × B

staircases, is also found in magnetized plasmas [3] (Figure 1.18). “This structure

may be defined as a spontaneously formed, self-organizing pattern of quasiregular,

long-lived, localized shear flow and stress layers coinciding with similarly long-lived

pressure corrugations and interspersed between regions of turbulent avalanching”

[26]. The staircase indicates the non-local interaction between widely separated

regions in quasi-2D turbulence, and the large-scale, avalanche-like, temporally in-

termittent transport. Thus, a generalized Fickian diffusion described using local

transport coefficients is not adequate to model the turbulent transport. Moreover,

the staircase points out the critical role of the scale of inhomogeneity and thus

presents a challenge to models of inhomogeneous PV mixing.
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Figure 1.18: Corrugations of the mean temperature profile correlate well with
dynamically driven steady-standing E ×B sheared flows which self-organize non-
linearly into a jetlike pattern of coherent structures of alternating sign: the E×B
staircase (Dif-Pradalier et al. 2010 [3]).

PV mixing in a system with one direction of symmetry is the fundamental

mechanism of zonal flow formation. The origin of PV mixing is the cross phase

between fluctuating velocity ṽy and vorticity ∇ψ̃, which is determined by the mi-

crodynamics of the mixing processes (see e.g., [27]). Candidate mixing processes

include molecular viscosity, eddy viscosity, Landau resonance, and non-linear Lan-

dau damping. Eddy viscosity is an effective viscosity due to nonlinear coupling

to small scale by forward cascade of potential enstrophy. Landau resonance here

is Rossby/drift wave absorption when ω = kx〈vx〉 is satisfied. Non-linear Landau

damping here represents nonlinear wave-zonal flow scattering. Again, we note that

it is the forward enstrophy caecade which is critical to the mixing processes, not

the inverse energy cascade.

In pragmatic terms, understanding vorticity mixing requires determination

of the cross phase in the vorticity flux. Thus, the origin of irreversibility in vortic-

ity transport is fundamental to zonal flow formation. Forward potential cascade

to small scale dissipation makes the PV mixing processes irreversible. As for the
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Figure 1.19: “Cateye” islands overlap (Diamond et al 2010 [4]). (a) Parti-
cles inside the separatrix (inside the island) are trapped. Particles outside the
separatrix circulate. (b) When the distance between two islands is smaller than
the separatrix width, the separatrices are destroyed, i.e. islands overlap.Particles
can stochastically wander from island to island, so the particle motion becomes
stochastic.

case of Landau damping, stochasticity of streamlines provide the key element of

irreversibility. The resonance condition for drift wave-packets and zonal flow field

in wave kinetic equation is vgy(k) = Ω/qy: the radial group velocity of wave-packet

equals the radial phase velocity of zonal flow. Ω and qy are the frequency and ra-

dial wave number of the zonal flow mode. When the “phase space islands overlap”

(Figure 1.19), i.e. wave group-zonal flow resonances overlap, ray trajectories of

wave-packets becomes stochastic. This gives a source of irreversibility for zonal

flow formation via modulational instability based on wave kinetics. Analogy be-

tween phase islands overlap for quasi-linear theory and wave kinetic theory is in

table 1.6.

1.4 How to represent anisotropic PV mixing?

Now we know that the key to understanding the physics of zonal flow forma-

tion is to understand inhomogeneous PV mixing. So the next question is: how do

we represent PV mixing in space? In other words, how do we calculate the spatial
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Table 1.6: Analogy between phase islands overlap for quasi-linear theory and
wave kinetic theory.

quasi-linear theory wave-kinetic theory

particles resonant particles v Rossby/drift wave packets vg

fields waves ωk, k zonal flow shearing field Ωq, q

resonance condition v ≈ ωk/k vg ≈ Ωq/q

excursion in v variation of vg in a
island width due to libration trough of large-scale field

∆v ∼
√
qφ/m (∂vg/∂k)∆k

distance between distance between
island separation adjacent resonance adjacent resonace

∆(ωk/k) ∆(Ωq/q)

overlaping condition
→ stochasticity/mixing ∆(ωk/k) < ∆v ∆(Ωq/q) < (∂vg/∂k)∆k

flux of PV? Calculating the spatial PV flux in quasi-two dimensional turbulence

is the goal of this thesis. Here we introduce some theoretical approaches.

1.4.1 Mixing length model

Fig. 1.20 illustrates a simple model of PV mixing processes. Because of the

material conservation of PV, when a fluid parcel is displaced from y0 to y0 + l, the

change of PV at y0 + l due to mixing is equal to mixing length l times the negative

gradient of mean PV, i.e.

q̃ = −l ∂〈q〉
∂y

. (1.11)

Thus, PV flux is given by

〈ṽy q̃〉 = −〈ṽyl〉
∂〈q〉
∂y

= −
〈ṽ2
y〉
|δω|

∂〈q〉
∂y

, (1.12)

where δω is the mixing rate in the mixing length picture. Note that the PV flux

in this mixing length picture is down-gradient. The mixing rate originates in the
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Figure 1.20: Mixing length model.

cross phase in PV flux. It is different from the term “eddy turn over rate” used

in turbulent cascade. While turn over rate is determined by local interactions in

wavenumber space, mixing rate depends also on non-local couplings. Therefore we

expect the mixing rate to be a function of shear flow, turbulent amplitude, and

damping parameters. In this thesis we study the mixing rate and the physical

mechanism of mixing, by deriving the cross phase in the PV flux. Note that the

mixing of PV is different from the conventional mixing of passive scalars. PV is

an active scalar, so the change of PV in the mixing process modifies the turbulent

velocity field, which determines the dynamics of PV.

1.4.2 Perturbation theory

Most of the wave-zonal flow problems are approached by perturbation the-

ory, or more precisely, by studying the stability of an ensemble of ambient tur-

bulence to a perturbation flow. The test zonal flow interacts with a spectrum of

Rossby/drift wave fluctuations, or, an ensemble of wave-packets. Each wave-packet

has a frequency ωk and a finite self-correlation time δω−1
k . The frequency of the

zonal flow Ωq is much smaller than ωk, i.e., there is a time-scale separation between

the zonal flow and the waves. The idea of modulational instability analysis is to

derive a mean field evolution equation of the seed zonal flow in the presence of

wave stresses, and at the same time consider the response of the wave spectrum

to the seed zonal flow.
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Wave action density is useful for computing the response of the primary

wave spectrum to the test shear because it is conserved along the wave-packet

trajectories [28]. This adiabatic conservation is due to the time scale separa-

tion between wave-packets and the zonal flow. The wave action density in quasi-

geostrophic β-plane turbulence is given by

Nk =
Ek
ωk

=
k2|ψ̃k|2

−βkx/(k2)
, (1.13)

where Ek = |∇ψ̃k|2 is the kinetic energy density. The wave action density is

proportional to the potential enstrophy density |∇2ψ̃|2 = k4|ψ̃k|2 by a factor of

βkx. Since kx does not change under zonal shear flows, the factor is a constant. As

a result, the wave action density can be renormalized to the potential enstrophy

density (Nk is redefined as k4|ψ̃k|2). In drift wave turbulence, the wave action

density Nk = (1 + k2
⊥ρ

2
s)

2|φ̃k|2/ω∗e also equals to the enstrophy density times a

constant (in kr) factor ω∗e.

The driving force of the zonal flow–the Reynolds force–is linked to the Nk:

− ∂

∂y
〈ṽyṽx〉 =

∂

∂y

∫
d2kkxky|ψ̃k|2 =

∂

∂y

∫
d2k

kxky
k4

Nk. (1.14)

The modulation induced in Nk by the seed zonal flow δ〈vx〉 produces a “modula-

tional” Reynolds stress, which in turn drives the seed flow:

∂

∂t
δ〈vx〉 =

∂

∂y

∫
d2k

kxky
k4

∂Nk

∂δ〈vx〉
δ〈vx〉 (1.15)

To calculate the modulational response of Nk, we use the wave kinetic

equation

∂Nk

∂t
+ (vg + δ〈vx〉) · ∇Nk −

∂

∂x
(ωk + kxδ〈vx〉) ·

∂Nk

∂k
= γkNk −

δω

N0

N2
k , (1.16)

where vg is the group velocity of wave-packets, γk the linear growth rate, δωk

nonlinear self-decorrelation rate via wave-wave interaction, and N0 the equilibrium

enstrophy spectrum. The linear growth rate is equal to the self-decorrelation rate

at equilibrium, so we assume γk ∼= δωk near equilibrium N = N0 + Ñ , where

Ñ = ∂Nk
∂δ〈vx〉δ〈vx〉 << N0. The modulational enstrophy is then determined by the

linearized wave kinetic equation

∂Ñk

∂t
+ vgy

∂

∂y
Ñk + δωkÑk =

∂(kxδ〈vx〉)
∂y

∂N0

∂ky
. (1.17)
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Assuming small perturbations (Ñk, δ〈vx〉) ∼ e−iΩqt+iqyy, where qy is the merid-

ional/radial wave number of the zonal flow, the modulation of Ñk becomes

Ñk = −iqyδ〈vx〉
kx

−i(Ωq − qyvgy) + δωk

∂N0

∂ky
, (1.18)

so the turbulent PV flux, equivalent to the modulation of Reynolds force, is given

by

〈ṽy∇2ψ̃〉 = −q2
yδ〈vx〉

∫
d2k

k2
xky
k4

|δωk|
(Ωq − qyvgy)2 + δω2

k

(
∂N0

∂ky

)
, (1.19)

and the growth rate of the seed zonal flow is given by

Im(Ωq) = −q2
y

∫
d2k

k2
xky
k4

|δωk|
(Ωq − qyvgy)2 + δω2

k

(
∂N0

∂ky

)
. (1.20)

The condition to have instability (ky∂kyN0 < 0) is satisfied for most realistic equi-

librium spectra for Rossby wave and drift wave turbulence. The fundamental

mechanism of zonal flow generation includes not only local wave-wave interac-

tions (in wavenumber space) but also non-local couplings between waves and flows.

Therefore, zonal flow growth rate should depend on both the spectral structure

of turbulence and properties of zonal flow itself. Equation (1.20) shows that the

growth rate is indeed a function of wave spectrum N0(k) and zonal flow wave num-

ber qy. We can relate the PV flux derived in perturbation theory to that defined

in the mixing length model.

∂

∂t
δ〈vx〉 = 〈ṽy q̃〉 = −

〈ṽ2
y〉
δω

∂

∂y
〈q〉 =

〈ṽ2
y〉
δω

∂2

∂y2
δ〈vx〉, (1.21)

so the mixing rate is given by

δω−1 =
∫
d2k

ky

k4|ψ̃k|2
|δωk|

(Ωq − qyvgy)2 + δω2
k

(
∂N0

∂ky

)
. (1.22)

It is worth noting that the sum of turbulence energy and zonal flow energy

is conserved in this system. The energy density and enstrophy density of wave

packets are k2|ψ̃k|2 and k4|ψ̃k|2, so the energy density is related to Nk. We use

wave kinetic equation to obtain the evolution of turbulence energy

∂

∂t
Ew =

1

2

∫ 1

k2

[
−vgy

∂

∂y
+ δωk + kx

∂

∂y
δVx

∂

∂ky

]
(N0 + Ñk)d

2xd2k

=
∫ kxky

k4

∂

∂y
δ〈vx〉Ñkd

2xd2k (1.23)
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Some terms vanish because the seed zonal flow is random (
∫
δ〈vx〉d2x = 0) and the

equilibrium wave action satisfies ∂yN0 = 0. On the other hand, the evolution of

zonal flow energy is given by

∂

∂t
EZF =

∂

∂t

∫ 1

2
δ〈v〉2xd2x = δ〈vx〉

∂

∂y

∫ kxky
k4

Ñkd
2xd2k

= −
∫ ∂

∂y
δ〈vx〉

kxky
k4

Ñkd
2xd2k (1.24)

Equations(1.23) and (1.24) show that the changes of turbulence energy and zonal

flow energy cancel each other, and the total energy is conserved. The increase of

zonal flow energy by modulational instability therefore indicates a loss of turbu-

lence energy. The analogy between energy conservation theorems for wave-zonal

flow systems and quasi-linear theory is shown in table 1.7.

Table 1.7: Analogy between energy balance theorems for quasi-linear theory and

wave kinetic theory.

quasi-linear wave-kinetic

particles resonant particles Rossby/drift wave packets
kinetic energy Eres wave-packet energy Ew

fields waves, collective modes zonal flow shearing field
total wave energy W zonal flow energy EZF

energy conservation ∂
∂t

(Eres +W ) = 0 ∂
∂t

(Ew + EZF) = 0

We note that there are systems with little or no scale separation, and/or

with strong nonlinearity. Even though the perturbation analyses become invalid

in these systems, they are important because they allow us to derive the PV flux

precisely and learn the micro-physics in more depth. Also, even if the quantitative

results derived via perturbation theory are limited to weakly turbulent systems

with scale separation, some of the underlying physics of modulational instability

exist in other systems as well. We also note that the initial growth of a seed zonal

flow is only part of the theoretical description of zonal flow formation.
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1.4.3 Constrained relaxation models

The zonal flow problem is in general a problem of turbulence self organiza-

tion, in which two classes of turbulence phenomena, of disparate scales, nonlinearly

interact with each other. An integrated understanding of such problem requires

studies of many elements, including excitation of zonal flows by turbulence, the

back reaction of zonal flows on turbulence, linear, collisional damping of zonal

flows, zonal flow instability or nonlinear saturation mechanism for zonal flows (es-

pecially in nearly collisionless regimes), and various feedback loops by which the

system regulates and organizes itself.

It is extremely difficult to attack all these topics at the same time. A

analytical model covers all possible mechanisms ‘of the loop’ in great detail is

too complex to develop based on our current knowledge. Obviously, turbulence

is much smarter than us. So one way to understand this complex system, in a

bigger envelope, is to use general principles, without considering some details of

the underlying microphysics. (We all know from high school that using energy

conservation to solve many physics problems is often easier than using Newton’s

second law.) Since our goal here is to find a representation of anisotropic PV

mixing, we seek for general perspective to derive the structure of the PV flux.

Specifically, we use structure approach in constrained relaxation models. We ask

what forms must the PV flux have so as to satisfy the general principles governing

turbulence relaxation to some relaxed or self-organized state?

The minimum enstrophy principle by Bretherton and Haidvogel [29] is a

plausible and demonstrably useful guide for turbulence relaxation. In their hy-

pothesis, two-dimensional turbulence evolves toward a state of minimum potential

enstrophy, for given conserved kinetic energy. Their variational argument is based

on the concept of selective decay, which is in turn based on the dual cascade in two-

dimensional turbulence. As we mentioned earlier, in two-dimensional turbulence,

kinetic energy inverse cascades to large, weakly dissipated spatial scales, whereas

enstrophy forward cascades to small spatial scales and there is damped by viscos-

ity. In the presence of weak dissipation, total kinetic energy is thus approximately

conserved relative to total enstrophy, which is dissipated. Based on the variational
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argument, a linear relationship between vorticity and streamfunction is obtained.

In the relaxed state, PV is constant along streamlines and so the nonlinear term

v · ∇q in the PV equation is annihilated. The theory predicts the structure of the

flow in the end state. However, it does not address the dynamics of the relaxation.

How the mean profiles evolve during the relaxation is an important question for

zonal flow formation.

There are other selective decay principles used to derive turbulence relax-

ation equations; for example, minimized enstrophy subject to conserved magnitude

of PV flux [30], maximized entropy subject to conserved total entrophy [31], mini-

mized diffusion energy subject to a conserved rate of entropy production [32], and

etc. These constrained relaxation models, with different conserving and dissipating

functionals, all use variational principles to derive equations of the steady state.

However, like the minimum enstrophy hypothesis, most of the variational analyses

give no insight into the dynamics of the relaxation process. To understand the dy-

namics of zonal flow, in this thesis we study the PV flux during a selective decay

toward a minimum enstrophy state using structural approach. In particular, we

ask what form must the mean field PV flux have so as to dissipate enstrophy while

conserving energy?

We note that the minimum enstrophy state is a subclass of statistical equi-

librium states of quasi-geostrophic turbulence (Miller-Robert theory), and the

statistical equilibrium states are a subclass of of stable stationary states. The

theoretical study of the self-organization of quasi two-dimensional turbulence is

also addressed based on statistical mechanics methods. Bouchet and Venaille in

their review paper [33] summarize the important statistical mechanics and ther-

modynamics concepts used in the study of turbulence self-organization. Statistical

equilibria are predicted as the final state (after long time evolution of complex

turbulent flows). They compare quantitative models based on these statistical

equilibria to observations. As statistical methods are outside the scope of this

thesis, I do not give a further introduction here, but rather refers the interested

readers to the review paper.

We also note that the minimum enstrophy state may not be precisely the
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same as the self-organized state, on account of the dissipation, external drive, and

boundary conditions of the system. Therefore, we also approach the problem us-

ing symmetry principles of some self-organized state. Self-organization is often

found in dissipative nonlinear systems, in which instability can occur to dissipate

the free energy source, and sometimes triggers an avalanche-like dissipation event

above some threshold level. Nonlinear energy dissipation processes are observed

in diverse fields: from geophysics, plasma physics, astrophysics, to sociology and

neurobiology, even to natural events like earthquakes and snow avalanches. One

common property of nonlinear energy dissipation processes is evolution toward

complexity, characterized by a combination of feedback loops (positive and nega-

tive), self-production, self-reference, recycling of matter, and etc. A theory which

explains the nonlinear energy dissipation processes is the self-organized criticality

(SOC) theory. It was first developed by Bak et al. [34, 35] for cellular automaton

models, and has been applied to tokamak plasma self-organization (see e.g., [36]).

In this thesis, we study the general form of PV flux near a SOC state. When

the PV profile deviates from that of the SOC state, the system tends to regulate

itself and relax back to the SOC state. The deviation drives the PV flux. The

dynamics of self-organization is complex. However, the underlying symmetries of

the problem allows us to construct a possible general form for the PV flux.

SOC is often described in terms of sand pile dynamics, because the robust-

ness of SOC is similar to a critical slope of a sandpile, which is maintained when

new sand grains are dropped to the pile. Avalanches occur when the local slope

exceeds certain criticality. The SOC dynamics is a subject of intensive theoretical

and computational investigation, but is beyond the scope of this thesis. We simply

consider a SOC state, or a state very close to SOC state, as the output of the long

time evolution of a complex turbulence-zonal flow system. Then we can can use

simple symmetry principles to constrain the form of fluxes, employing ideas from

SOC in models of running sand piles [37]. We derive a form of PV flux by asking

what form must the form of the PV flux in a “PV-sandpile” have so as to satisfy

the joint reflection symmetry principle?
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1.5 Organization of the thesis

In this thesis, we describe the general theory of anisotropic flow formation

in quasi two-dimensional turbulence from the perspective of PV transport in real

space. The aim is to calculate the spatial PV flux, and so to develop a vorticity

or momentum transport operator, for use in modelling codes. Chapter 2 and

Chapter 3 form a complete study of calculating PV Flux. The general structure

of the PV flux is deduced non-perturbatively in Chapter 2 and then the transport

coefficients are calculated perturbatively in Chapter 3. Chapter 4 is a separate

work considering the effect of mean shear flows on zonal flow generation. An

overview of each chapter follows:

In Chapter 2, the general structure of PV flux is deduced non-perturbatively

using two relaxation models: the first is a mean field theory for the dynamics of

minimum enstrophy relaxation based on the requirement that the mean flux of

PV dissipates total potential enstrophy but conserves total fluid kinetic energy.

The analyses show that the structure of the PV flux has the form of a sum of a

positive definite hyper-viscous and a viscous flux of PV. Turbulence spreading is

shown to be related to PV mixing via the link of turbulence energy flux to PV

flux. In the relaxed state, the ratio of the PV gradient to zonal flow velocity is

homogenized. This structure of the relaxed state is consistent with PV staircases.

The homogenized quantity sets a constraint on the amplitudes of PV and zonal flow

in the relaxed state. The second relaxation model is derived from a joint reflection

symmetry principle, which constrains the PV flux driven by the deviation from the

self-organized state. The form of PV flux contains a nonlinear convective term in

addition to the viscous and hyper-viscous terms. The nonlinear convective term,

however, can be viewed as a generalized diffusion, on account of the gradient-

dependent ballistic transport in avalanche-like systems.

In Chapter 3, the detailed transport coefficients are calculated using per-

turbation theory. For a broad turbulence spectrum, a modulational calculation of

the PV flux gives both a negative viscosity and a positive hyper-viscosity. For a

narrow turbulence spectrum, the result of a parametric instability analysis shows

that PV transport is also convective.
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In Chapter 4, the effect of mean shear flows on zonal flow formation is con-

sidered. The generation of zonal flows by modulational instability in the presence

of large-scale mean shear flows is studied using the method of characteristics as

applied to the wave kinetic equation. It is shown that mean shear flows reduce

the modulational instability growth rate by shortening the coherency time of the

wave spectrum with the zonal shear. The scalings of zonal flow growth rate and

turbulent vorticity flux with mean shear are determined in the strong shear limit.

Chapter 5 summarized the results of the thesis and gives future directions.



Chapter 2

Mean Field Theory of Turbulent

Relaxation and Vorticity

Transport

2.1 Introduction

The formation of large-scale shearing structures due to momentum transport–

i.e., zonal flow formation–is a common feature of both geostrophic fluids and mag-

netically confined plasmas (e.g., [38, 1, 14, 39, 40]). We study the dynamics of

structure formation from the perspective of potential vorticity (PV) transport in

real space. The reason that PV mixing is the key element of zonal flow forma-

tion is that PV conservation is the fundamental freezing-in law constraint on zonal

flow generation by inhomogeneous PV mixing. Note that since zonal flows are

elongated, asymmetric vortex modes, translation symmetry in the direction of the

flow and inhomogeneity across the direction of the flow are essential to zonal flow

formation. The importance of PV mixing to the zonal flow problem is clearly

seen via the Taylor identity, which states that the cross-flow flux of PV equals the

along-flow component of the Reynolds force, which drives the flow. PV mixing is

related to disparate-scale interaction between two classes of fluctuations, namely

turbulence and waves, and zonal flows. Most of the theoretical calculations of PV

41
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flux for zonal flow generation are perturbative analyses and focus on the stability

of ambient wave spectrum to a seed zonal flow [41, 42]. These types of analyses

are, however, valid only in the initial stage of zonal flow formation. Therefore,

there is a need to develop a mean field theory based on general, structural prin-

ciples, and not limited by perturbative methods. Here, we examine and compare

two approaches to the question of how to obtain the general form of the PV flux:

the selective decay hypothesis and the joint reflection symmetry principle.

In the first approach, we study the dynamics of the PV flux during a selec-

tive decay process toward a minimum enstrophy state. The relaxed state of a high

Reynolds number, turbulent, two-dimensional fluid is thought to be one of mini-

mum potential enstrophy, for given conserved kinetic energy. This hypothesis con-

stitutes the minimum enstrophy principle of Bretherton and Haidvogel [29]. Their

variational argument is based on the concept of selective decay, which is in turn

based on the dual cascade in two-dimensional turbulence. In two-dimensional tur-

bulence, kinetic energy inverse cascades to large, weakly dissipated spatial scales,

whereas enstrophy forward cascades to small spatial scales and there is viscously

damped. In the presence of weak dissipation, total kinetic energy is thus approxi-

mately conserved relative to total enstrophy, which is dissipated. In this scenario,

the system evolves toward a state of a minimum enstrophy. Interestingly, the

theory does not specify that the minimum enstrophy is actually achieved in the

relaxed state. The theory predicts the structure of the flow in the end state; how-

ever, it gives no insight into the all-important question of how the mean profiles

evolve during the relaxation process. Here, we discuss the dynamics of minimum

enstrophy relaxation, which leads to zonal flow formation. In particular, since

inhomogeneous potential vorticity (PV) mixing is the fundamental mechanism of

zonal flow formation, we ask what form must the mean field PV flux have so as to

dissipate enstrophy while conserving energy?

We derive a mean field theory for the PV flux during minimum enstrophy

relaxation. We show that the structure of the PV flux which dissipates enstrophy

is not Fickian diffusion of PV; rather it is Γq = 〈vx〉−1∇ [µ∇ (∇〈q〉/〈vx〉)] where

the proportionality coefficient µ is a function of zonal velocity. In other words,
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PV flux is a form involving viscosity and hyper-viscosity, with flow-dependent

transport coefficients. Among the possible forms of PV flux which can minimize

enstrophy while conserving energy, we consider the simplest, smoothest solution in

this thesis. We show that in the relaxed state, the ratio between PV gradient and

zonal flow is homogenized. Interestingly, this proportionality relationship between

PV gradient and zonal flow is observed in PV staircases.

Turbulence spreading [43, 44, 45] is closely related to PV mixing because

the transport of turbulence intensity, namely fluctuation energy or potential en-

strophy, has influence on Reynolds stresses and flow dynamics. The momentum

theorems for the zonal flow in Rossby/drift wave turbulence [46] link turbulent

flux of potential enstrophy density to zonal flow momentum and turbulence pseu-

domomentum, along with the driving flux and dissipation. Here, note that the

pseudomomentum, or wave momentum density, is defined as −〈q̃2〉/2(∂y〈q〉) for

a quasi-geostrophic system, and so is proportional to the wave action density in

the weakly nonlinear limit. In this work, turbulence spreading is linked to PV

mixing via the relation of energy flux to PV flux. The turbulent flux of kinetic

energy density during minimum enstrophy relaxation is shown to be proportional

to the gradient of the (ultimately homogenized) quantity, which is the ratio of PV

gradient to the zonal flow. A possible explanation of up-gradient transport of PV

due to turbulence spreading–which is based on the connection between PV mixing

and turbulence spreading–is discussed in the last section.

The structural approach of the minimum enstrophy relaxation model ex-

ploits ideas from the study of relaxation dynamics in three-dimensional magnetohy-

drodynamic (MHD), given the analogy between minimum enstrophy relaxation in

two-dimensional turbulence and Taylor relaxation [47] in three-dimensional MHD

turbulence. In Taylor relaxation, magnetic energy is minimized subject to the con-

straint of conservation of global magnetic helicity. Taylor’s conjecture is based on

the concept of selective decay and the assumption of magnetic field line stochastic-

ity during turbulent relaxation. In 3D MHD turbulence, energy forward cascades

to small scales, while magnetic helicity inverse cascades to large scales. Thus,

energy is dissipated, while magnetic helicity is rugged. The flux tube which is
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most rugged on the longest time scales is the tube which contains the entire sys-

tem, resulting from the stochasticity of field lines. The relaxed state of the Taylor

process is a force free magnetic field configuration. The parallel current profile in

the Taylor state is homogenized, so there is no available free energy in the cur-

rent gradient. The related criteria for stability of the magnetostatic equilibrium

of an arbitrarily prescribed topology during magnetic relaxation in a perfectly

conducting fluid are further discussed by Moffatt [48]. The Taylor hypothesis is

successful in predicting the magnetic field configuration of some laboratory plas-

mas and astrophysical plasmas. However, as for the minimum enstrophy principle,

Taylor relaxation theory does not address the dynamics of the relaxation, which

is characterized by the helicity density flux. Boozer [49] argues that the simplest

form of helicity density flux which dissipates magnetic energy is that of diffusion of

current or ‘hyper-resistivity’–hyper-diffusion of magnetic helicity. The dynamical

model of Taylor relaxation and helicity transport was developed further by Dia-

mond & Malkov [50] using more general symmetry considerations than Boozer’s.

In particular, they use the joint reflection symmetry principle [37] to show that the

current profile on mesoscales evolves according to a Burgers equation, suggesting

that the helicity transport is non-diffusive and intermittent during Taylor relax-

ation. In particular, a 1/f spectrum of helicity ‘transport events’ or ‘avalanches’,

is predicted.

In the second approach, we follow Diamond and Malkov and derive a simple

‘PV-avalanche’ model of the dynamics of turbulent relaxation of the excursion from

the self-organized profile using symmetry principles alone. We ask what form must

the form of the PV flux have so as to satisfy the joint reflection symmetry principle?

The result is a sum of a viscous, a hyper-viscous, and a convective transport

of PV. The PV equation has the same structure as the Kuramoto-Sivashinsky

equation, which is known for its negative diffusion (large-scale instability) and

higher-order stabilizing diffusion (small-scale damping). Comparing the minimum

enstrophy model and the PV-avalanche model, we find that the structure of viscous

and hyper-viscous transport of PV appears in both models, while the convective

transport of PV, which suggests intermittent PV transport during turbulence self-
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organization, is only found in the PV-avalanche analysis. Nevertheless, we note

that the nonlinear convective term of the PV flux can be viewed as a generalized

diffusion, on account of the gradient-dependent ballistic transport in avalanche-like

systems.

We note that the minimum enstrophy state may not be precisely the same as

the self-organized state, on account of the dissipation, external drive, and boundary

conditions of the system. We also note that selective decay is a hypothesis based

on the observation of the dual cascade in two-dimensional turbulence, and is not

derived from first physical principles. There are relaxed states derived from more

fundamental principles, namely, statistical equilibrium states and stable stationary

states (see, e.g., Ref. [51] and [33]). However, the minimum enstrophy principle

is a plausible and demonstrably useful guide, which gives us predictions of the

structure of PV and flows, and the enstrophy level in the relaxed state. The

selective decay principles can and have been applied in a number of areas of physics,

such as MHD and geophysics. Selective decay hypotheses have been supported by a

number of computational studies (e.g., Ref. [52] and [53]) and experimental studies

(e.g., successful prediction of the magnetic configuration of reversed field pinch

plasmas). The minimum enstrophy state is a subclass of stable states. When there

is no external forcing and dissipation, the minimum enstrophy state is one of the

possible attractors. In the presence of viscous damping, the minimum enstrophy

state is the attractor of the system. However, when the viscosity approaches zero,

the system may be trapped in long-lived quasistationary states while relaxing to

equilibrium, like many other long-range interacting systems. Thus, the time scale

of convergence needs to be considered carefully to determine the relevancy of the

minimum enstrophy model to inertial time scales. The final state is determined by

the balance between free relaxation and forcing. Determining the exact ultimate

state for any particular system is an extremely difficult question and is beyond the

scope of this work.

The rest of the chapter is organized as follows. Section 2.2 presents the

non-perturbative analyses of PV flux, including the use of the minimum enstro-

phy principle in 2.2.1, and the joint reflection symmetry principle in 2.2.2. The
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Figure 2.1: Flowchart for the paper.

discussion, synthesis and conclusions are given in section 2.3. In the next chapter,

momentum transport coefficients are derived via perturbation theory, including

modulational instability in 3.2.1 and parametric instability in 3.2.2. The structure

of Chapter 2 and Chapter 3 is illustrated in the flowchart of Fig (2.1).

2.2 Deducing the form of the potential vorticity

flux from non-perturbative analyses

2.2.1 Minimum enstrophy principle

We approach the question of the dynamics of momentum transport in 2D

turbulence by asking what the form of PV flux must be to dissipate enstrophy but

conserve energy. We start with the conservative PV evolution equation

∂tq + v · ∇q = ν0∇2q, (2.1)

where ν0 is molecular viscosity. Equation (2.1) states PV as a material invariant

and so applies to many quasi-2D systems, including, but not limited to, the follow-

ing two systems. In 2D quasigeostrophic turbulence [1], the PV and velocity fields
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are q = ∇2ψ+βy and (vx, vy) = (−∂ψ/∂y, ∂ψ/∂x), where ψ is the streamfunction

and β is the latitudinal gradient of the Coriolis parameter. In drift wave turbu-

lence [?], the PV is q = n − ∇2φ, where n is the ion density and the Laplacian

of the electrostatic potential φ is the ion vorticity due to E × B drift. In this

paper we use the coordinates of a 2D geostrophic system; the x-axis is in the zonal

direction, the direction of symmetry (the poloidal direction in tokamaks), and the

y-axis is in the meridional direction, the direction of anisotropy (the radial direc-

tion in tokamaks). Periodic boundary conditions in the x̂ direction are imposed.

Writing the nonlinear term, which is the divergence of the PV flux, as N ,

N ≡ −∇ · (vq), (2.2)

we average equation (2.1) over the zonal direction to get the mean field equation

for PV

∂t〈q〉 = 〈N〉+ ν0∂
2
y〈q〉. (2.3)

The selective decay hypothesis states that 2D turbulence relaxes to a minimum

enstrophy state. During relaxation, the enstrophy forward cascades to smaller and

smaller scales until it is dissipated by viscosity. Thus the total potential enstrophy

Ω =
1

2

∫
q2 dxdy (2.4)

must decrease with time. On the other hand, the kinetic energy inverse cascades to

large scales and sees negligible or weak coupling to viscous dissipation, as compared

to the enstrophy. Only scale invariant frictional drag can damp flow energy at large

scales. The rate of large scale energy drag is much slower than the rate of small

scale enstrophy dissipation. Thus the total kinetic energy

E =
1

2

∫
(∇ψ)2 dxdy (2.5)

should remain invariant on the characteristic enstrophy dissipation time. Note that

the total energy of some systems consists of kinetic, potential, and internal energies,

but only the kinetic energy is conserved in the minimum enstrophy hypothesis.

This is because the nonadiabatic internal energy (i.e. ∼ 〈(ñ/n− eφ̃/T )2〉 for drift
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wave turbulence) forward cascades to dissipation [54]. The evolution of the total

kinetic energy is given by

∂tE = −
∫
ψ∂t(∂

2
x +∂2

y)ψ dxdy+
∫
∂x (ψ∂t∂xψ) dxdy+

∫
∂y (ψ∂t∂yψ) dxdy. (2.6)

The second term of equation (2.6) vanishes because of the periodic boundary con-

dition in x̂ direction, and the third term is dropped due to the condition of zero

stream function or zero zonal flow at the ±y0 boundaries, 〈ψ∂yψ〉|±y0 = 0. There-

fore, conservation of the total kinetic energy (apart from feeble collisional dissipa-

tion) in mean field theory gives

∂tE = −
∫
〈ψ〉∂t〈q〉 dxdy = −

∫
〈ψ〉〈N〉 dxdy = −

∫
∂yΓEdxdy, (2.7)

where 〈 〉 is the zonal average, and the energy density flux ΓE is defined as 〈vy (∇ψ)2

2
〉.

Thus, the nonlinear term is necessarily tied to the energy flux by

〈N〉 = 〈ψ〉−1∂yΓE. (2.8)

The form of the energy density flux is constrained by the requirement of decay of

total potential enstrophy, i.e., by the demand that

∂tΩ =
∫
〈q〉〈N〉dxdy =

∫
〈q〉〈ψ〉−1∂yΓE dxdy < 0. (2.9)

Noting that the energy flux vanishes at the ±y0 boundaries, (i.e. ΓE|±y0=0), and

so equation (2.9) becomes

∂tΩ = −
∫

ΓE ∂y
(
〈q〉〈ψ〉−1

)
dxdy < 0, (2.10)

which in turn forces

ΓE = ν∂y
(
〈q〉〈ψ〉−1

)
. (2.11)

It is worthwhile mentioning here that a finite flux at the boundary would contribute

a surface integral term to the total enstrophy evolution. PV relaxation at the

point y would then become explicitly dependent upon fluxes at the boundary, thus

rendering the mean field theory manifestly non-local. We therefore see this as an

important topic for future research. The simplest solution for ΓE is for it to be

directly proportional to ∂y (〈q〉〈ψ〉−1), with a positive proportionality parameter
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ν. The obvious requisite dependence on turbulence intensity is contained in ν.

In this mean field theory, ν is not determined. Note that any odd derivate of

〈q〉〈ψ〉−1 or any combination of an odd derivative of 〈q〉〈ψ〉−1 and an even power

of 〈q〉 or 〈vx〉 will contribute a term which dissipates enstrophy. For example,

ΓE = ν〈q〉2∂y (〈q〉〈ψ〉−1) + ∂5
y (〈q〉〈ψ〉−1) also gives ∂tΩ < 0. Thus, the solution

we present here is the smoothest (i.e., dominant in long wavelength limit), and

lowest order (i.e., not combined with any higher power of 〈q〉2 or 〈vx〉2). The

reasons we study the simplest solution are: 1) the smoothest solution reveals the

leading behavior of the PV flux on large scale. This is relevant to our concern with

the large-scale flow dynamics. The higher order derivatives should be included to

study the relaxation dynamics at smaller scales and the finer scale structure of the

shear flow. 2) The dependence of PV flux on the higher order powers of the shear

flow intensity can be absorbed into ν. The nonlinear term and the PV equation

are then given by the simplest, leading form of ΓE:

〈N〉 = 〈ψ〉−1∂y
[
ν∂y

(
〈q〉〈ψ〉−1

)]
(2.12)

and

∂t〈q〉 = ν0∂
2
y〈q〉+ 〈ψ〉−1∂y

[
ν∂y

(
〈q〉〈ψ〉−1

)]
. (2.13)

The system evolves to the relaxed state, ∂t〈q〉 = 0, when 〈q〉〈ψ〉−1 approaches

a constant, i.e. ∂y(〈q〉〈ψ〉−1) = 0, where the nonlinear term is annihilated and

the mean PV flux vanishes. This is consistent with the results from calculus of

variations, in which the enstrophy is minimized at constant energy, so

δΩ + λδE =
∫
qδ(∇2ψ) dxdy + λ

∫
∇ψ · ∇δψ dxdy (2.14)

=
∫

(q − λψ)∇2δψ dxdy

is required to vanish. Here 〈q〉〈ψ〉−1 is equal to the Lagrange multiplier λ. In the

relaxed state, PV is constant along streamlines and so the nonlinear term v · ∇q
is annihilated.

Since what we seek is the structure of the PV flux, we prefer to maintain

the form of the nonlinear term in the mean PV evolution as an explicit divergence

of a PV flux, i.e., now take

〈N〉 = 〈−∇ · (vq)〉 = −∂yΓq, (2.15)
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where Γq is the PV flux in the direction of inhomogeneity, ŷ. We repeat the

minimum enstrophy analysis as before. Starting with mean field PV equation:

∂t〈q〉 = −∂yΓq + ν0∂
2
y〈q〉, (2.16)

conservation of total kinetic energy (with the boundary condition of Γq|±y0 = 0),

∂tE =
∫
〈ψ〉∂yΓqdxdy = −

∫
∂y〈ψ〉Γqdxdy = −

∫
∂yΓEdxdy, (2.17)

relates PV flux to energy flux by

Γq = (∂y〈ψ〉)−1∂yΓE. (2.18)

The connection between PV flux and energy flux has direct implication for turbu-

lence spreading, which we discuss later in this paper. We then derive the energy

flux from the constraint of the dissipation of potential enstrophy (with the bound-

ary condition of ΓE|±y0 = 0),

∂tΩ = −
∫
〈q〉∂yΓqdxdy = −

∫
∂y
[
(∂y〈ψ〉)−1∂y〈q〉

]
ΓE dxdy < 0, (2.19)

so the simplest, smoothest solution of ΓE is directly proportional to

∂y [(∂y〈ψ〉)−1∂y〈q〉], with a positive proportionality parameter µ. We therefore find

the form of PV flux to be:

Γq = (∂y〈ψ〉)−1∂y
[
µ∂y

(
(∂y〈ψ〉)−1∂y〈q〉

)]
= 〈vx〉−1∂y

[
µ
(
〈vx〉−2〈q〉∂y〈q〉+ 〈vx〉−1∂2

y〈q〉
)]
. (2.20)

The relaxed state is achieved when (∂y〈ψ〉)−1∂y〈q〉 is constant. The difference be-

tween the results of N and ∂yΓq formulations comes from the treatment of deriva-

tives in the nonlinear term, i.e. taking N = −∂yΓq, as we can see clearly from

the homogenized quantities in the two approaches, 〈ψ〉−1〈q〉 and (∂y〈ψ〉)−1∂y〈q〉.
The derivative of equation 〈q〉 = λ〈ψ〉, from the N approach, gives the equation

∂y〈q〉 = λ∂y〈ψ〉, obtained from the Γq approach. Thus, the two solutions are con-

sistent. The ∂yΓq formulation is more accurate, since it starts with a more precise

form of the nonlinear term in PV equation. Γq is smoother than N , and hence bet-

ter satisfies the conditions of the mean-field approximation that the fluctuations
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around the average value be small, so that terms quadratic in the fluctuations can

be neglected. Moreover, while the stream function ψ is unique up to an arbitrary

constant, the absolute value of its derivative ∂yψ = −vx has a clear physical mean-

ing. Therefore, we consider the outcome from the ∂yΓq approach to be the primary

result. The following discussion is based primarily on equation (2.20).

The structure of the PV flux in equation (2.20) contains both hyper-diffusive

and diffusive terms. The mean PV evolution,

∂t〈q〉 = −∂y
[

1

∂y〈ψ〉
∂y

[
µ∂y

(
∂y〈q〉
∂y〈ψ〉

)]]
+ ν0∂

2
y〈q〉, (2.21)

shows that hyper-viscosity is the leading high ky dependence and so it controls the

small scales. From equation (2.21) we can also prove that hyper-viscosity term

damps the energy of the mean zonal flow:

∂t(∂y〈vx〉)2 = ∂t〈q〉2 = − 2µ

∂y〈ψ〉

(
〈q〉∂4

y〈q〉
∂y〈ψ〉

)
+ non hyper-viscosity terms, (2.22)

and

−
∫ µ

∂y〈ψ〉

(
〈q〉∂4

y〈q〉
∂y〈ψ〉

)
dxdy = −

∫
µ

(
∂2
y〈q〉
∂y〈ψ〉

)2

dxdy < 0. (2.23)

Therefore, the hyper-viscosity represents the nonlinear saturation mechanism of

zonal flow growth and partially defines the scale dependence of turbulent momen-

tum flux. The other important implication of equation (2.20) is that the PV flux

is explicitly zonal flow-dependent. The zonal velocity appears in the denominators

of hyper-viscosity and viscosity terms, as well as the diffusion coefficient; this is

not seen in perturbative analyses (e.g., Ref. [41, 42]). We emphasize that within

the mean field approach, the selective decay analysis for the PV flux in this work

is entirely non-perturbative and contains no assumption about turbulence magni-

tude.

The prediction of the homogenization of (∂y〈ψ〉)−1∂y〈q〉 in minimum enstro-

phy relaxation is a new result. It states explicitly that zonal flows track the PV

gradient in the relaxed state, i.e., strong zonal flows are localized to the regions

of larger PV gradient. The trend is realized in the PV staircase, where strong

jets produced by inhomogeneous PV mixing peak at PV jump discontinuities [24].

The jet pattern of the E ×B staircase is also observed in plasma simulations [3].
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Figure 2.2: PV staircase.

Figure (2.2) shows a cartoon of the PV staircase. Strong zonal flows are located

around ‘the edges of PV steps.’ We can write the PV gradient as

∂y〈q〉 =
∑
i

aif(y − yi), (2.24)

where ai are constants and f is a function peaked at yi. f can be approximated as

a delta function in the limit of a step profile. Since ∂y〈q〉/〈vx〉 is a constant, the

zonal flow must have the same spatial profile as the PV gradient, i.e.

〈vx〉 =
∑
i

bif(y − yi), (2.25)

where bi = −λai. While the prediction of the form of the function f(y − yi) is

beyond the scope of this work, the constant proportionality between ai and bi

reconciles the highly structured profiles of the staircase with the homogenization

or mixing process required to produce it. In a related vein, both ∂y〈q〉 and ∂y〈ψ〉
can each be large and variable, though the ratio is constrained. The observation

that the structural analysis of selective decay can lead to an end state with a

PV staircase-like structure suggests that the staircase may arise naturally as a

consequence of minimum enstrophy relaxation. The result also demonstrates the

impact of inhomogeneous PV mixing in minimum enstrophy relaxation.

One can define a characteristic scale from the proportionality between PV

gradient and zonal flow velocity, i.e.

lc =

∣∣∣∣∣∂y〈q〉〈vx〉

∣∣∣∣∣
−1/2

. (2.26)
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In minimum enstrophy state, lc = |λ|−1/2 and PV flux can vanish on scale lc. As a

result, lc characterizes the scale at which the terms in the PV flux can compete and

cancel. For scales smaller than lc, hyper-viscosity dominates and damping wins.

For scales larger than lc, effective viscosity dominates. Since effective viscosity

can be negative, growth can occur for l > lc. It is interesting to compare lc with

the Rhines scale [55] lR ∼ (∂y〈q〉/ṽrms)−1/2, where ṽrms is the root-mean-square

velocity at the energy containing scales. The question of which velocity should

really be used to calculate the Rhines Scale is still being debated (see, e.g. Ref.

[56] and [57]). lc and lR both depend on the gradient of the mean field PV;

what distinguishes them is that lc is determined by mean zonal velocity while lR

is set by fluctuation velocity. The characteristic scale and Rhines scale become

indistinguishable when ṽrms reaches the level of zonal flow velocity.

PV mixing in minimum enstrophy relaxation is also related to turbulence

spreading, since we can see from equation (2.18) that ΓE and Γq are related. ΓE

and Γq are the spatial flux of kinetic energy density and PV in the direction of

inhomogeneity. Since there is no mean flow in the direction of inhomogeneity, ΓE

represents the effective spreading flux of turbulence kinetic energy and is given by

ΓE = −
∫

Γq〈vx〉dy = −
∫ 1

〈vx〉
∂y

[
µ∂y

(
∂y〈q〉
〈vx〉

)]
〈vx〉dy = µ∂y

(
∂y〈q〉
〈vx〉

)
. (2.27)

Equation (2.27) shows that the gradient of the homogenized quantity, ∂y (∂y〈q〉/〈vx〉),
drives spreading, too. Indeed, we see that the spreading flux vanishes when

∂y〈q〉/〈vx〉 is homogenized. It is known that inhomogeneous turbulence has ten-

dency to relax its intensity gradients through turbulent transport in space. We

show that inhomogeneous turbulence during minimum enstrophy relaxation tends

to homogenize the gradient of ∂y〈q〉/〈vx〉 through turbulent transport of momen-

tum (PV mixing) and energy (turbulence spreading). The dependence of ΓE on

zonal flow follows from the fact that turbulence spreading is a mesoscale transport

process. Note that the step size of the PV staircase, which corresponds to the dis-

tance between zonal flow layers, is also mesoscale. Both observations suggest that

the relaxation process is a non-local phenomena. This is a necessary consequence

of PV inversion, i.e. the relation ∇2ψ + βy = q, so that 〈vx〉 is an integral of the

q(y) profile. Thus ΓE and Γq are in fact non-local in q(y).
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An expression for the relaxation rate can be derived by linear perturbation

theory about the minimum enstrophy state. We write 〈q〉 = qm(y)+δq(y, t), 〈ψ〉 =

ψm(y) + δψ(y, t) and use the homogenization condition in relaxed state ∂yqm =

λ∂yψm. Assuming δq(y, t) = δq0exp(−γrelt − iωt + iky), the relaxation rate is

found to be

γrel = µ

(
k4 + 4λk2 + 3λ2

〈vx〉2
− 8q2

m(k2 + λ)

〈vx〉4

)

ω = µ

(
−4qmk

3 + 10qmkλ

〈vx〉3
+

8q3
mk

〈vx〉5

)
. (2.28)

The condition of relaxation–i.e., that modes are damped–requires positive γrel:

k2 >
8q2
m

〈vx〉2
− 3λ, (2.29)

i.e., perturbation scales smaller than (8q2
m/〈vx〉2 + 3 ∂yqm/〈vx〉)−1/2. k2 > 0 relates

qm to λ and 〈vx〉 by
8q2
m

〈vx〉2
> 3λ. (2.30)

Equation (2.30) shows that zonal flow cannot grow arbitrarily large, and is con-

strained by the potential enstrophy density and scale parameter λ. It also shows

that a critical residual enstrophy density q2
m is needed in the minimum enstrophy

state, so as to sustain a zonal flow of a certain level. Equation (2.30) specifies the

‘minimum enstrophy’ of relaxation. Therefore, we not only obtain the structure

of the end state, which is expressed in terms of λ, the constant of proportionality

between PV gradient and zonal flow velocity, but we also observe that potential

enstrophy intensity and zonal flow strength are ultimately related in the relaxed

state. It is interesting to note that the PV evolves like a damped oscillator near

the relaxed state.

2.2.2 Symmetry principles

We have derived the form of PV flux using the minimum enstrophy princi-

ple. In this subsection, we look at the problem using more general considerations–

namely flux symmetry principles. We discuss the general form of PV flux near

a self-organized state, which is not specified. When the PV profile q(y) deviates
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from that of the self-organized state q0(y), the system tends to regulate itself and

relax to the self-organized state. Note that the self-organized state may not be pre-

cisely the same as the minimum enstrophy state, taking account of the dissipation,

external drive, and boundary conditions of the system. We view the relaxation

to a self-organized state as similar to relaxation of a running sandpile [37] and

consider local PV as analogous to the local sand grain density. Then the deviation

of the local PV profile from the self-organized state δq(y) = q(y)− q0(y) drives the

PV flux. The dynamics of self-organization is complex. However, the underlying

symmetries of the problem allows us to construct a possible general form for the

PV flux.

Due to the conservation of PV, δq evolves according to

∂tδq + ∂yΓ[δq] = ν0∂
2
yδq + s, (2.31)

where Γ[δq] is the flux of δq and s represents the external sources and sinks. We

assume that the dynamics of the relaxation process to the self-organized state is

similar to the running sandpile models of Hwa & Kardar [37], Diamond & Hahm

[36], and Diamond & Malkov [50], i.e., the excesses beyond the self-organized

profile (δq > 0) move down the local PV gradient while voids (δq < 0) move up

the gradient as illustrated in Fig. 2.3. Therefore, the form of Γ[δq] is invariant

under y → −y and δq → −δq. The general form of Γ[δq] which satisfies this

symmetry constraint is given by

Γ[δq] =
∑
l

αl(δq)
2l +

∑
m

βm (∂yδq)
m +

∑
n

γn
(
∂3
yδq

)n
+ .... (2.32)

We are interested in the large-scale properties of the system, so higher-order spatial

derivatives are neglected. Assuming the deviations to be small, we also drop the

higher-order terms in δq. Thus, the simplest approximation becomes

Γ[δq] =
α

2
(δq)2 + β∂yδq + γ∂3

yδq, (2.33)

and δq evolves according to

∂tδq + αδq∂yδq + β∂2
yδq + γ∂4

yδq = 0. (2.34)
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Figure 2.3: Positive deviation of the local PV from the self-organized profile q0

moves down the slope while negative deviation moves up the gradient.

The transport parameters α, β, γ are not determined by this analysis. Similar to

the PV flux derived from the minimum enstrophy analysis, the structure of the

PV flux in equation (2.33) contains a diffusive term and a hyper-diffusive term.

However, equation (2.33) has another piece–a nonlinear convective term. Since the

symmetry principle is more general than the minimum enstrophy principle, it is

reasonable that the PV flux derived from the former includes but is not limited to

term of the PV flux derived from the latter. Note that the avalanche-like transport

is in fact triggered by the deviation of the local gradient from the critical gradient.

In the absence of a mean gradient, the deviation from the mean profile (δq) will

spread out, but its center remains in the same place. Thus, δq implicitly contains

information about the local PV gradient. The transport coefficients, which can

be functions of δq (while consistent with the symmetry constraints), are related

to the mean PV gradient as well. The ballistic propagation of the self-organized

turbulent structures is strongly related to a gradient-dependent effective diffusivity

(Γq ∼ −D(∂yq)∂yq → −D(δq)δq), which is, in turn, related to the convective

component of the PV flux in the PV-avalanche model (Γ[δq] ∼ δq2 → −D(δq)δq,

with D(δq)→ D0δq).

Equation (2.34) is very similar to the Kuramoto-Sivashinsky (K-S) equa-

tion in one dimension. In K-S equation, α, β, γ are positive constant; as a result,

the second-order spatial derivative term is responsible for an instability at large

scales (i.e., negative diffusion), the fourth-order derivative term provides damping

at small scales, and the non-linear term stabilizes by transferring energy between
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large and small scales. Since the competitive roles of large-scale flow growth and

saturation by diffusive and hyper-diffusive terms have been shown in the min-

imum enstrophy model, it is plausible to assume that the parameters β and γ

are positive in equation (2.34). The nonlinear term has the same form as that

in the Burgers equation, suggesting intermittent PV transport during turbulence

self-organization. The numerical studies of K-S equation with fixed boundary con-

ditions has shown various types of ‘shock’ patterns (e.g., Ref. [58]).

The key issue of the ‘negative viscosity phenomena’ in quasi-geostrophic

systems is: what is the form of the momentum/PV flux? While the conventional

approaches (e.g., perturbation theory) explore the large scale instabilities, it is

interesting to ask whether the diffusion-type flux leading to instabilities is suffi-

cient to describe the whole dynamics. The PV-avalanche model based on general,

non-perturbative principles indicates ballistic events, namely avalanches. A gen-

eralized transport coefficient with the dependence on local PV and PV gradient

can characterize the negative viscosity phenomena, as well as the ballistic propa-

gation of distortions or ‘defects’ of the PV profiles [59], which are likely induced

by nonlinear wave interactions or external perturbations. Therefore, we suggest

that the profile-dependent transport coefficient is, in some sense, a more general

representation than the well-known ‘negative viscosity’ for the PV flux associated

with jet/structure formation, since PV transport behavior is generically linked to

PV profile and its gradient.

2.3 Conclusion and Discussion

In this chapter, we have explored non-perturbative approaches to the cal-

culation of the PV flux in quasi-2D turbulent systems which conserve PV. We

deduced the general forms of PV flux from two relaxation models: 1) the mini-

mum enstrophy relaxation model using selective decay principle and 2) the PV-

avalanche model using the joint reflection symmetry principle. The structure of

PV flux derived from both relaxation models consists of a viscous and a hyper-

viscous transport of PV. The PV flux deduced from the PV-avalanche model has
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another convective term, which is, however, dependent on the gradient of the mean

PV profile.

In the minimum enstrophy relaxation model, we asked what form must the

mean field PV flux have so as to dissipate enstrophy while conserving kinetic en-

ergy. The nonlinear term is annihilated in the end state of selective decay. We

derived PV flux by writing the nonlinear term as N and ∂yΓq. We showed that

the results of these two formulations are consistent. The finding from the ∂yΓq

approach is considered the primary result because the ∂yΓq formation is more accu-

rate and better satisfies the mean field approximation. The PV flux is shown to be

Γq = 〈vx〉−1∂y [µ∂y (〈vx〉−1∂y〈q〉)]; it consists of diffusive and hyper-diffusive terms.

We noted that there are other forms of PV flux which can minimize enstrophy while

conserving energy. In this work, we studied only the simplest, smoothest form of

the PV flux. We showed that the hyper-viscosity is positive and that the hyper-

viscous term damps the energy of the mean zonal flow. Thus, the hyper-viscosity

reflects the saturation mechanism of zonal flows and the scale dependence of the

momentum flux. The results are pragmatically useful in the context of transport

modeling, where the problems of zonal flow scale and saturation are important.

We found the homogenized quantity in the relaxed state to be the ratio of

PV gradient to zonal flow velocity, implying that strong zonal flows are located

at sharp PV gradients. The observation that the structure of the relaxed state

is consistent with the structure of the PV staircase suggests that the staircase

arises naturally as a consequence of minimum enstrophy relaxation and links inho-

mogeneous PV mixing to minimum enstrophy relaxation. We demonstrated that

turbulence spreading is linked to PV mixing by showing the dependence of energy

flux on PV flux: ΓE = −
∫

Γq〈vx〉dy = µ∂y (〈vx〉−1∂y〈q〉). Since the spreading flux

is driven by the gradient of the quantity which ultimately is homogenized, it van-

ishes in the relaxed state. A relaxation rate was derived using linear perturbation

theory. We found the ‘minimum enstrophy’ required to sustain a zonal flow of a

certain level in the relaxed state satisfies: q2
m > 3λ〈vx〉2/8. A characteristic scale

lc was defined from the homogenized quantity, lc = |∂y〈q〉/〈vx〉|−1/2, so that pos-

itive hyper-viscosity dominates at scales smaller than lc, while effective viscosity
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dominates at scales larger than lc. We noted that lc is similar to the Rhines scale.

Rhines scale and lc become indistinguishable when ṽrms and 〈vx〉 are comparable.

In the PV-avalanche model, the form of the PV flux, which is driven by the

deviation from the self-organized state, is constrained by the joint reflection sym-

metry condition. We found that one of the simplest forms of the PV flux contains

a diffusive term, a hyper-diffusive term, and a nonlinear convective term. The

PV equation has the same structure as the Kuramoto-Sivashinsky equation, which

is known for its negative diffusion and higher-order stabilizing dissipation. The

structure of viscous and hyper-viscous transport of PV was shown previously in the

minimum enstrophy model, while the coefficients of viscosity and hyper-viscosity

were derived later for the modulational instability calculation. The convective

transport of PV, which suggests intermittent PV transport during turbulence self-

organization, was not explicitly shown in the selective decay analysis. Nevertheless,

we noted that for the case of avalanche-like transport, δq is counted as the devi-

ation of the local gradient from the mean (critical) gradient, and the transport

coefficients, constrained by the presence of the mean gradient, will depend on δq.

Thus, a nonlinear convective component of PV flux (Γ[δq] ∼ δq2) is equivalent to a

generalized diffusive transport (i.e., Γq ∼ −D(∇q −∇qcrit)∇q → −D(δq)δq, with

D(δq)→ D0δq). These may represent similar transport processes.

To sum up, we compare the structures of PV flux derived via two relaxation

models: the transport flux-oriented mean field theory (based on the minimum en-

strophy principle) and the generalized Fickian mean field theory (based on the

joint reflection symmetry principle); the PV flux of the later includes the terms of

the former together with a convective term. We proposed that a profile-dependent

transport coefficient gives a more general form of the PV flux of systems where neg-

ative viscosity phenomena take place, since the relative dependence on the instant

PV profile, especially the profile gradient, is crucial to the ballistic propagation of

PV defects–avalanches. While noting that the profile gradient dependence of the

transport coefficients has potential effects on transport behavior, the detail of the

dependency is beyond the scope of this work.

PV mixing, the fundamental process for zonal flow generation, is directly
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Figure 2.4: PV mixing tends to transport PV from the region of larger mean
PV (i.e., stronger zonal shears) to the region of smaller mean PV, while turbulence
spreading tends to transport turbulence from the region of stronger turbulent in-
tensity turbulent potential enstrophy Ω ≡ 〈q̃2〉 or turbulent energy 〈ṽ2〉) to the
region of weaker turbulent intensity.

linked to the forward enstrophy cascade in wave-number space. The importance

of such small scale mixing processes is seen from the appearance of hyper-viscosity

in the PV flux, which contributes to zonal flow energy damping. The terms in

the PV flux which contribute to zonal flow energy growth (i.e., effective negative

viscosity,) however, are not well reconciled with the picture of diffusive mixing of

PV in real space. Here we offer a possible explanation, based on the connection be-

tween PV mixing and turbulence spreading derived from the minimum enstrophy

analyses. We may consider turbulence spreading as a process which contributes

to up-gradient, or ‘anti-diffusive’, mixing of PV. The argument is as follows: it is

reasonable to assume that PV mixing in real space tends to transport PV from the

region of larger mean PV to the region of smaller mean PV. Because a stronger

mean vorticity corresponds to a stronger shearing field which suppresses turbu-

lence, the PV mixing process tends to transport PV away from the region of weak

(turbulence) excitation toward the region of stronger excitation. In contrast, the

spreading of turbulent enstrophy tends to transport enstrophy from the strongly

turbulent region to the weakly turbulent region (Figure 2.4). When the tendency

of turbulence spreading is greater, the net transport of PV appears up-gradient,

and so the apparent effective viscosity becomes negative. The relaxed state is

reached when PV mixing and turbulent enstrophy spreading are balanced. The

total PV fluxes we calculated in the relaxation model and the modulational insta-
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bility analysis include both trends.

We conclude by noting that, the dynamics of PV flux derived analytically in

this work has not been confirmed by numerical tests. Therefore, an important topic

for future research would be developing a numerical simulation test and comparing

its results with the analytical predictions.

Chapter 2 is a reprint of material appearing in Pei-Chun Hsu and P. H.

Diamond, Phys. Plasmas, 22, 032314 (2015) and Pei-Chun Hsu, P. H. Diamond,

and S. M. Tobias Phys. Rev. E (accepted). The dissertation author was the

primary investigator and author of this article.



Chapter 3

Perturbation Theory of Potential

Vorticity Flux

3.1 Introduction

In Chapter 2, we have explored non-perturbative approaches to derive the

general structure of PV flux. In this chapter, to systematically study the dynamics

of PV flux, we calculate the transport coefficients using perturbation theory in two

cases: 1) modulational instability for a broad turbulence spectrum and 2) para-

metric instability for a narrow turbulence spectrum. The results of modulational

calculation shows that the PV flux contains a negative viscosity and a positive

hyper-viscosity. The viscous and the hyper-viscous transport of PV are found

in both the minimum enstrophy relaxation model and the PV-avalanche model.

For parametric instability, the linear growth rate shows that turbulent vorticity

transport is convective. The results of both relaxation principles and perturbative

analyses show that PV flux is not well represented by Fickian diffusion. While

considerable progress has been made in the wave-mean interaction theory of zonal

flow generation and the flow structure in the end relaxed state, here we present a

study of the dynamics of PV transport which links these two questions.

The rest of the chapter is organized as follows. Section 3.2 derives momen-

tum transport coefficients via perturbation theory, including modulational insta-

62
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bility in 3.2.1 and parametric instability in 3.2.2. The discussion and conclusions

are given in section 3.3. The structure of Chapter 3, together with Chapter 2, is

illustrated in the flowchart of Fig (2.1).

3.2 Deducing the transport coefficients from per-

turbative analyses

In this section, the structure of the PV flux is further analyzed using per-

turbation theory. The aim is to obtain the turbulent transport coefficients and

to study the underlying physics. We study both the modulational instability of a

broad fluctuation spectrum and the parametric instability of a narrow fluctuation

spectrum, both to a large-scale seed zonal flow. Wave action (population) density

conservation is used to evaluate the response of the wave spectrum to the test

shear. We consider 2D quasi-geostrophic turbulence (q = ∇2ψ + βy), in which

the wave action density Nk = εk/ωk = −k4|ψk|2/(βkx) can be renormalized to the

enstrophy density k4|ψk|2, since β is a constant and kx is unchanged by zonal flow

shearing (dkx/dt = −∂(kx〈vx〉)/∂x=0). Thus, we see that the wave action density

represents the intensity field of PV and its evolution has a direct connection with

PV mixing. The Reynolds force, i.e., PV flux, which drives mean zonal flow is

linked to the enstrophy density as −∂y〈ṽyṽx〉 = ∂y
∫
d2k kxky

k2 (k4|ψ̃k|2).

3.2.1 Modulational instability

We first study the modulational instability of a wave spectrum to a seed

zonal flow δ〈vx〉 (with wave number q and eigen-frequency Ωq). For a slowly

varying, large scale shear flow, Nk changes adiabatically with the shear flow per-

turbation, and the modulational response of Rossby waves by the seed flow is

determined by the linearized wave kinetic equation:

∂Ñk

∂t
+ vgy

∂

∂y
Ñk + δωkÑk =

∂(kxδ〈vx〉)
∂y

∂N0

∂ky
, (3.1)

where vg is the group velocity of wave-packets and δωk represents nonlinear self-

decorrelation rate via wave-wave interaction. For small perturbations (Ñk, δ〈vx〉) ∼
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e−iΩqt+iqyy, the modulation of Ñk becomes

Ñk = −iqδ〈vx〉
kx

−i(Ωq − qyvgy) + δωk

∂N0

∂ky
, (3.2)

so the growth rate of the seed zonal flow is given by

γq = −q2
∫
d2k

k2
xky
k4

|δωk|
(Ωq − qyvgy)2 + δω2

k

(
∂N0

∂ky

)
, (3.3)

where N0 is normalized to the mean enstrophy density. The condition to have

instability (ky∂kyN0 < 0) is satisfied for most realistic equilibrium spectra for

Rossby wave and drift wave turbulence. The fundamental mechanism of zonal

flow generation includes not only local wave-wave interactions (in wavenumber

space) but also non-local couplings between waves and flows. Therefore, zonal

flow growth rate should depend on both the spectral structure of turbulence and

properties of zonal flow itself. Equation (3.3) shows that the growth rate is indeed

a function of wave spectrum N0(k) and zonal flow width qy.

In the limit of qyvgy << δωk, the response function is expanded as

|δωk|
(Ωq − qyvgy)2 + δω2

k

≈ 1

|δω|
(1−

q2
y

q2
c

), (3.4)

where the critical excursion length of wave-packets q−1
c is defined as

qc ≡
|δωk|
vgy

. (3.5)

The critical length can be understood as the mean free path of the wave-packets,

considering wave-packets as quasi-particles. Thus, the qyvgy << |δωk| limit means

that the width of the zonal flow is larger than the (cross-flow) mean free path of the

wave-packets. This corresponds to the scale separation criterion of the wave kinetic

equation. This expansion finally implies that the shear flow evolution consists of

two parts and so equation (3.3) becomes

γq = −q2
yDt − q4

yHt, (3.6)

where the turbulent viscosity Dt and hyper-viscosity Ht are given by

Dt =
∫
d2k

k2
x

|δωk|k4

ky∂N0

∂ky
, (3.7)
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and

Ht = −
∫
d2k

(
vgy
δωk

)2 k2
x

|δωk|k4

ky∂N0

∂ky
. (3.8)

Given that ky∂kyN0 < 0, the modulational calculation yields both a negative tur-

bulent viscosity, which contributes to zonal flow growth, and a positive turbulent

hyper-viscosity, which accounts for the saturation mechanism of zonal flow growth.

Note that the large-scale instability due to negative diffusivity and small-scale

damping due to higher-order diffusion are like what we observe in the K-S equa-

tion. The negative viscosity follows from the zeroth order term in the expansion

of the response function. Thus, the resonance interaction between zonal flow and

wave-packets results in the growth of zonal flow at the expense of the wave en-

ergy. Figure 3.1 shows a cartoon of a wave-packet traveling through a zonal flow.

When the width of the zonal flow is larger than critical wave excursion length (the

criterion for the expansion), the negative viscosity dominates, i.e., there is a net

transfer of energy from the wave-packet to the zonal flow, and so the energy of the

wave-packet decreases (right panel of Fig. 3.1). In the limit when zonal flow scale

approaches the critical scale, the negative viscosity and positive hyper-viscosity

balance each other, i.e., the net exchange of energy between the wave-packet and

zonal flow goes to zero, and so the energy of the wave-packet remains the same (left

panel of Fig. 3.1). The PV flux consisting of an effective viscosity and a positive

Figure 3.1: Schematic illustration of a wave-packet traveling across a zonal flow.
The intensity/energy of the wave-packet becomes weaker after crossing through
a zonal flow with its width larger than the critical excursion length of the wave-
packet (right). When the width of the zonal flow is equal to (or smaller than) the
critical length, the energy of the wave-packet does not change (left).
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hyper-viscoschemasity is consistent with the structure of PV flux derived using the

non-perturbative minimum enstrophy relaxation model. The critical length q−1
c is

similar to the characteristic scale lc defined in the minimum enstrophy model be-

cause both of them characterize some scale at which viscous and hyper-viscous

terms balance each other. At larger scales, negative viscosity dominates so zonal

flows can grow; at smaller scales, positive hyper-viscosity dominates so zonal flows

are damped. The difference of q−1
c and lc is that q−1

c is defined in the context of

wave dynamics, while lc is defined by mean profiles.

3.2.2 Parametric instability

The modulational instability discussed in the preceding subsection is devel-

oped for the wave kinetic limit, i.e., it applies to a broad wave spectrum, or, more

specifically, the condition of δωk > γq. In this subsection we consider the case of

a narrow turbulence spectrum. The instability of a gas of drift/Rossby waves to a

seed zonal flow becomes the coherent hydrodynamic type (called parametric insta-

bility [42]), when the frequency spread of the wave spectrum is small compared to

the growth rate of the zonal flow (δωk < γq). Note that modulational instability

and parametric instability are two regimes of the same process, namely, that small

scale wave-packets are unstable with respect to a large scale perturbation. The

dispersal of the wave-packets is what differentiates the regimes. The wave-packets

which disperse slower than the growth rate of the perturbation react coherently to

the perturbation, and so the instability belongs to the hydrodynamic regime, while

the wave-packets which disperse faster than the growth rate of the perturbation

belong to the kinetic regime.

A narrow spectrum of wave-packets in wave kinetic theory act like pseudo-

particles by analogy with charged particles in plasma fluids. The analogy between

the pseudo-fluid and the plasma fluid is summarized in table 3.1. Note that one

distinction between them is that there is no direct proportionality between the

velocity V w and momentum P w of pseudo-fluid. The dynamics of the pseudo-

fluid is derived from multiplying the wave kinetic equation, by vgy and integrating
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Table 3.1: Analogy between pseudo-fluid and plasma fluid.

pseudo-fluid plasma fluid

elements wave-packets charged particles (species α)
distribution function Nk(k, ωk) fα(r,v, t)

mean free path |vg|/δωk 1/nασ
density nw =

∫
Nkdk nα =

∫
fαdv

momentum P w =
∫
kNkdk pα =

∫
mαvfαdv

velocity V w =
∫

vgNkdk∫
Nkdk

uα =
∫

vfαdv∫
fαdv

= pα
mαnα

over k.

∂

∂t

∫
vgyNkdk+

∫
vgy

∂

∂y
vgyNkdk−

∫
kxδ〈vx〉′

∂

∂ky
vgyNk = −

∫
vgyδωkNkdk, (3.9)

where δ〈vx〉′ ≡ ∂yδ〈vx〉. Normalizing equation(3.9) by the pseudo-density nw, the

first term on the left hand side gives ∂tV
w, the velocity evolution of the pesudo-

fluid. The second term can be decomposed into two parts:∫
vgy

∂
∂y
vgyNkdk∫
Nkdk

=
∫
V w
y

∂

∂y
V w
y Nkdk +

∫
(vgy − V w

y ) ∂
∂y

(vgy − V w
y )Nkdk∫

Nkdk
. (3.10)

The second part can be viewed as the ‘pressure’ gradient of the pseudo-fluid. When

the spectrum of wave-packets is narrow, the effective ‘temperature’ is low because

of weak dispersion. Thus, we can neglect this pressure term and consider a pure

fluid type instability. The third term on the left hand side of equation (3.9) nor-

malized by nw is given by

−
∫
kxδ〈vx〉′ ∂∂ky vgyNk∫

Nkdk
= −aδ〈vx〉′, (3.11)

where

a =

∫ (2βk2
x

k4 −
8βk2

xk
2
y

k6

)
Nkdk∫

Nkdk
. (3.12)

The term on the right hand side of equation (3.9) is related to the dispersal of wave-

packets due to wave-wave interaction, and so is neglected in the hydrodynamic

regime for simplicity. Finally, putting the four terms together, we obtain the

dynamic equation for the pseudo-fluid

∂

∂t
V w
y + V w

y

∂

∂y
V w
y = −aδ〈vx〉′. (3.13)
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This equation is equivalent to the inviscid Burgers’ equation with a source term on

the right hand side contributed by the zonal shear. Given that the development of

discontinuities (shock waves) is a crucial phenomenon that arises with the Burgers’

equation, we speculate that coherent structures/shocks composed of wave-packets

may form due to zonal shear stirring. It is worth noting that while the shock

structure is the result of the nonlinear term, the zonal flow is what triggers it.

Interestingly, shock formation in spectral-space, on account of zonal flow shearing,

has been found in the study of intermittency in drift wave-zonal flow turbulence

by Diamond & Malkov [60]. Using basic conservation and symmetry properties,

they derive a generalized Burgers’ equation for the wave action density in the radial

wave number (i.e., ky in this paper) space, in that damping and spatial propagation

terms are present. The shock solutions to the generalized Burgers’ equation are

events of spectral pulses, which correspond to wave-packets, propagate ballistically

to higher ky. The transport in ky results from shearing-induced refraction.

To relate the dynamics of the pseudo-fluid dynamics to zonal flow gener-

ation, we write the Reynolds stress in terms of the wave action density and the

Rossby wave group velocity: 〈ṽyṽx〉 =
∫
vgykxNkd

2k. In the fluid limit, the right

hand side is approximated as V w
y P

w
x , which is the pseudo-momentum flux carried

by the pseudo-fluid. The evolution of the zonal flow then becomes

∂

∂t
δ〈vx〉 = − ∂

∂y
V w
y P

w
x . (3.14)

Next, we consider the instability to small perturbations by taking V w
y = V w

y,0 + Ṽ w
y ;

Pw
x = Pw

x,0 + P̃w
x with the perturbations linearly proportional to the zonal shear

δ〈vx〉′. We can derive two coupled equations for the perturbations from equations

(3.13) and (3.14)
∂

∂t
Ṽ w
y + V w

y,0

∂

∂y
Ṽ w
y = −aδ〈vx〉′. (3.15)

∂

∂t
δ〈vx〉 = −V w

y,0

∂

∂y
P̃w
x − Pw

x,0

∂

∂y
Ṽ w
y . (3.16)

The pseudo-momentum Pw
x evolves in the same way as the zonal flow, that is

shown from multiplying the wave kinetic equation by kx and integrating over k

∂

∂t

∫
kxNxd

2k = − ∂

∂y

∫
vgykxNkd

2k. (3.17)
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Because only P̃w
x contributes to the time derivative term, we substitute P̃w

x with

δ〈vx〉 in equation (3.16) and rewrite the coupled equations in the Fourier form

(−iΩq + iqV w
y,0)Ṽ w

y = −iqaδ〈vx〉, (3.18)

(−iΩq + iqV w
y,0)δ〈vx〉 = −iqPw

x,0Ṽ
w
y , (3.19)

so that we obtain the dispersion relation:

(Ωq − qV w
y,0)2 = q2aPw

x,0. (3.20)

In monochromatic limit, a and Pw
x,0 are simply

a =
2βk2

x

k4

(
1−

4k2
y

k2

)
;Pw

x,0 = −k
4|ψk|2

2β
, (3.21)

and the reduced dispersion relation,

(Ωq − qV w
y,0)2 = −q2k2

x|ψk|2
(

1−
4k2

y

k2

)
, (3.22)

is consistent with the result obtained by Smolyakov et. al.[42]. The coherent

instability requires the condition of k2
x−3k2

y > 0, i.e., radially extended, anisotropic

turbulence. In other words, the wave structure set the marginality of the coherent

secondary instability. Note that the criterion required for modulational instability

does not depend on the wave spatial structure.

The growth rate of the zonal flow in equation (3.22) is proportional to the

zonal flow wave number |q|, showing that PV transport in parametric instability

is convective. This type of momentum transport may be faster than turbulent

momentum diffusion. However, the saturation mechanism of this instability needs

to be investigated further. The structure of the PV flux in the PV-avalanche

relaxation (relaxation of a PV deviation back to a self-organized state) model

contains a convective transport of PV. Here we derive the transport coefficient for

the convective PV transport in weak turbulence and narrow turbulence spectrum

limit. From equations (3.12) and (3.20), we can see that the transport coefficient

depends on the fluctuation spectrum.
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3.3 Conclusion and Discussion

In this Chapter, to derive the transport coefficients rigorously, we used per-

turbation theory to study the instability of an ensemble of wave packets to a large

scale seed perturbation. Instabilities of two regimes were considered: 1) modu-

lational instability for a broad turbulence spectrum and 2) parametric instability

for a narrow turbulence spectrum. In the modulational instability analysis of the

wave kinetic equation, we found that to the lowest order, PV flux is composed

of a negative viscous and a positive hyper-viscous terms. The viscous and hyper-

viscous transport of PV are shown in the minimum enstrophy relaxation model

and the PV-avalanche model as well. The negative viscosity from the resonance

interaction between zonal flow and wave-packets contributes to the growth of the

zonal flow. The positive hyper-viscosity reflects the saturation mechanism of zonal

flows and the scale dependence of the PV flux. A critical scale q−1
c was defined so

that negative viscosity term is dominant at scales larger than q−1
c while positive

hyper-viscosity term is dominant at scales smaller than q−1
c . In the parametric in-

stability analysis, we derived a model of a pseudo-fluid composed of wave-packets.

The dynamic equation for the pseudo-fluid is the inviscid Burgers’ equation, with a

source term contributed by the zonal flow. This suggests that coherent structures–

wave-packets–may form due to zonal shear stirring. The PV transport associated

with the pseudo-fluid is a convective process, since the growth rate of the zonal

flow in the parametric instability is proportional to the zonal flow wave number.

The PV transport coefficients were shown to depend on the fluctuation spectrum.

The zonal flow growth rates of madulational instability and parametric

instability are summarized in table 4.1. The proportionality of growth rate to

zonal flow wave number reveals the diffusive nature of madulational instability

and convective property of parametric instability.

Table 3.2: Zonal flow growth rate in two models.

modulational instability γq ' q2k2
x|ψk|2 1

δω(1− q
2

q2c
)

parametric instability γq =

√
q2k2

x|ψk|2
(
1− 4k2

y

k2

)
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To sum up the studies in Chapter 2 and Chapter 3, we have explored dif-

ferent approaches to the calculation of the PV flux in quasi-2D turbulent systems

which conserve PV. In Chapter 2, we non-perturbatively deduced the general forms

of PV flux from two relaxation models. In this chapter, we calculated the trans-

port coefficients using perturbation theory. A negative viscosity and a positive

hyper-viscosity are derived from the broad-band modulational analysis, while a

coefficient associated with the convective term is obtained from the narrow-band

parametric analysis. The results of Chapter and Chapter 3 are summarized in

table 3.3.

Table 3.3: Elements of the PV flux from structural, non-perturbative approaches
and perturbative analyses.

PV flux conv. visc. hyper- coefficients
visc.

(non-pert.)
min. enstrophy relaxation • •
PV-avalanche relaxation • • •

(perturb.)
modulational instability • • Dt < 0, Ht > 0

parametric instability • γq ∼ |q|

Chapter 3 is a reprint of material appearing in Pei-Chun Hsu and P. H.

Diamond, Phys. Plasmas, 22, 032314 (2015). The dissertation author was the

primary investigator and author of this article.



Chapter 4

Zonal Flow Formation in the

Presence of Ambient Mean Shear

4.1 Introduction

Shearing structures are commonly observed in laboratory plasmas, plane-

tary atmospheres, and the solar interior. In many of the systems two kinds of shear

flows co-exist: 1) zonal flows which are generated by and coupled to turbulence

[14, 39] and 2) mean shear flows which are driven by background gradients or ex-

ternal stresses [61]. Turbulence, zonal flows and mean shears, all have effects on

one another. The role of shearing in de-correlating turbulent eddies and regulating

turbulent transport [14, 39, 61, 62, 63] is well known. Besides the shearing effects

on turbulence, mean shear flows also affect the formation of zonal flows. In this

paper, we study the effect of mean shear flows on modulational instability genera-

tion of zonal flows. In particular, we use wave kinetics to investigate quantitatively

how a mean shear affects the correlation between turbulent wave packets and the

zonal flow shearing field during modulational instability. Zonal flows are generated

by modulational instability, in which the modulations due to a seed zonal flow in-

duce variation in the fluctuation wave spectrum, and the Reynolds stress driven

by this modulated (i.e. tilted) wave spectrum amplifies the initial perturbation.

By de-correlating the modulated wave packet and the zonal shear, mean shears

72
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inhibit the growth of zonal flows.

Magnetically confined plasma is one of the systems in which mean shear

flows, zonal flows, and drift wave turbulence co-exist and interact with one an-

other. In tokamaks, the reduction of turbulence by flow shearing is believed to be

a key mechanism for the low to high (L-H) plasma confinement mode transition, in

which plasmas organize themselves into a high confinement state (H mode) by the

formation of transport barriers. Of critical importance to the research of the L-H

transition is the understanding of the interplay among mean and zonal shearing

fields and drift wave packets. Zonal flows and mean shears play different roles

in the L-H transition, because they differ in their generation mechanism, tempo-

ral behavior, and spatial structure. Zonal flows are generated by turbulence via

the Reynolds stress while mean E × B flows are driven by the pressure gradient.

Therefore, zonal flows must eventually decay when the underlying turbulence drive

is extinguished, while mean shear flows can be sustained in the absence of turbu-

lence. The shearing of zonal flows has a complex spatial structure and is of limited

coherency in time while the shearing by mean flows is coherent over longer times.

With respect to their spatial scales, the scale of mean shears is macroscopic, com-

parable to the characteristic scale lengths of the system profiles, while the scale

of zonal flows is mesoscopic, between the micro-scale turbulence correlation length

and macro-scale system size. The zonal flow and drift wave packet both have a

mesoscale character: L−1
P <meso wavenumber< k, where LP is the profile scale

and k is the turbulence wave number. An illustration of the multi-scale system

with macro-scale mean shears, meso-scale zonal flows and drift wave packets is

shown in Fig. 4.1. In the predator-prey model for the L-H transition [16, 18],

the transition is triggered by zonal flows regulating turbulence and lowering the

power threshold. By extracting kinetic energy from drift wave turbulence, zonal

flows regulate the turbulence level and associated transport, allowing the buildup

of a steep pressure gradient. During the transition, the self-regulation of turbu-

lence by zonal flows causes an oscillatory temporal behavior. Then, as the mean

shear grows sufficiently strong, both turbulence and zonal flows are damped at the

final stage of the L-H transition. Thus, the role of mean shear flows in the L-H
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transition is not only to de-correlate turbulence but also to regulate zonal flows.

The comprehension of the L-H transition requires an understanding of the coupled

dynamics of a system of turbulence, zonal flows, and mean shears. In this paper

we present a quantitative study of one of the key issues: the effect of a mean shear

flow on the modulational instability of zonal flows.

Figure 4.1: Multi-scale system.

Another system where mean shears may have significant effect on turbulent

momentum transport associated with zonal flows is the solar tachocline. Helioseis-

mology reveals that the angular velocity varies with latitude in the convection zone

while the rotation in the radiation zone is nearly uniform. Between the convective

envelope and radiative interior there exists a thin transition layer (less than 5 %

of the solar radius,) known as the tachocline. It is still unclear how the tachocline

remains thin under the force of the overlying differential rotation of the convection

zone. Spiegel and Zahn [64] attribute the thin tachocline to anisotropic turbu-

lence. They argue that turbulence in the stably stratified tachocline has negligible

vertical motion and hence acts like a large constant horizontal viscosity producing

mixing on spherical surfaces. The anisotropic turbulent viscosity in their model

diffuses the latitudinal differential rotation, prevents the spreading of differential
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rotation into the radiative interior, and keeps the tachocline thin. However, the

effect of the large scale differential rotation on turbulent momentum transport is

not considered in the Spiegel-Zahn model. Moreover, turbulent momentum trans-

port coefficients should probably depend on shearing flows, since turbulence in the

tachocline is coupled to both turbulence-generated flows and large scale rotation

shears. Therefore, models for momentum transport in the tachocline should con-

sider the interplay between solar differential rotation, zonal flows, and turbulence

and waves. Similar to the mean E ×B shears in tokamaks, differential rotation in

the solar tachocline can be treated as a stable, imposed macro-scale mean shear

because it is maintained by large-scale stresses from the convective zone above

and its evolution timescale is much longer than that of turbulence and turbulence-

driven zonal flows. We study the influence of the meridional differential rotation

on turbulent momentum transport in a 2D quasi-geostrophic fluid. The effect of

the radial differential rotation on turbulent transport in the solar tachocline is

investigated by Kim [65]. Note that the model in this paper is purely hydrody-

namic. Magnetic fields may exist and have important effects on the formation of

the tachocline and transport in the tachocline. There also are MHD models of

the tachocline. Gough and McIntyre [66] argue that a fossil magnetic field in the

radiative interior is required to prevent the spreading of the shear, since turbu-

lence in the tachocline would mix potential vorticity (PV) and drive shear flows.

Therefore, the key problem remains to be how turbulence in the tachocline acts to

redistribute angular momentum, i.e., what the form of turbulent momentum (or

PV) flux is in the tachocline. In the β-plane MHD model by Tobias et. al [67],

magnetic field is found to suppress turbulent momentum transport and the gen-

eration of mean flows in the tachocline. An MHD model of the mean shear-zonal

flow-turbulence coupling system will be considered in future work.

In this paper, we examine the effect of mean shear flows on the modulational

instability and growth of zonal flows. We consider systems in which macro-scale

mean shear and meso-scale zonal shear coexist and discuss the effects of fixed

zonal mean shears on turbulent momentum transport and the coupling between

different scale shearing fields. We show that mean shear flows reduce the turbulent
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momentum transport which forms zonal flows by decorrelating wave packets and

the zonal flow shearing field during the process of modulation. The de-correlation

by mean shear during the modulation also reduces the growth rate of the zonal

flow. The scalings of turbulent momentum flux and zonal flow growth rate with a

strong mean shear Ω are both Ω−2/3.

Previous work has explored the effect of mean shears on reducing the growth

of the modulational instability (see, e.g. Ref. [68, 69]), following the initial work

by Kim & Diamond [16]. However, this paper makes a significant advance. Specif-

ically, this paper includes 1) an analysis of the effect of a mean shear on modula-

tional wave action density Ñk, zonal flow growth rate γq, and turbulent viscosity

νt; 2) a study of zonal/mean flow shearing, potential vorticity (PV) mixing and

their interaction in modulational instabiliy; 3) a calculation of the spatial flux of

PV. Of course, a lot more needs to be done to completely unravel the physics of

drift/Rossby wave-zonal flow turbulence in tokamaks and the tachocline.

The organization of the remainder of this paper is as follows. Section 3.2.1

gives an introduction to zonal flow formation via modulational instability without

the presence of mean shearing field. The effect of ambient mean shear flows on

zonal flow generation is studied in section 4.3. Section 4.4 presents our conclusion

and discussions.

4.2 Zonal flow generation via modulational in-

stability

Before considering the effect of mean shears on the generation of zonal

flows, we first briefly review the modulational instability of the zonal flow formation

[14, 70]. The systems we are interested in are drift wave turbulence in magnetically

confined plasmas and quasi-geostrophic turbulence in geophysical fluid dynamics

(GFD). Both systems are approximately two dimensional because of the strong

guiding field applied to magnetized plasmas and the rapid planetary rotation and

strong density stratification in the quasi-geostrophic limit. The model equations

of these two systems are the Hasegawa-Mima (HM) equation [9] and the quasi-
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geostrophic equation [5]. The Hasegawa-Mima equation for drift wave turbulence

is given by

1

ωci

∂

∂t
(∇2ψ − ρ−2

s φ)− 1

Ln

∂

∂y
φ+

1

ρsLn
J(φ,∇2φ) = 0, (4.1)

where ωci is the ion cyclotron frequency, φ is the normalized electrostatic potential,

ρs is the ion gyroradius at electron temperature, Ln is the density gradient scale

length, y-axis is in the poloidal direction, and J is the Jacobian operator. The 2D

quasi-geostrophic equation is given by

∂

∂t
(∇2ψ − L−2ψ) + β

∂

∂x
ψ + J(ψ,∇2ψ) = 0, (4.2)

where ψ is the stream function, L is the Rossby deformation radius, β represents

the latitudinal variation of the Coriolis parameter, and x-axis is in the zonal di-

rection. The Hasegawa-Mima equation and the quasi-geostrophic equation have

the same structure. Both equations express material conservation of potential vor-

ticity (PV) in the inviscid limit. We use the GFD notation and equation (1.5)

for the rest of this paper, so the y-axis is in the direction of inhomogeneity: the

radial direction in plasma or the meridional direction in GFD, and the x-axis is in

the direction of symmetry, i.e., the direction of the zonal flows. Here, we consider

the turbulence scales which are much smaller than L or ρs. In this limit, PV is

∇2ψ + βy (β = ∂
∂y

lnn0 for drift wave turbulence). The flux of PV is simply the

flux of vorticity, and the dispersion relation of the linear waves (drift waves in

plasma or Rossby waves in GFD) is ωk = −βkx/k2, where k2 = k2
x + k2

y. Note that

planetary vorticity βy varies in ŷ. As a consequence, the relative vorticity ∇2ψ of

a fluid parcel must change accordingly as it moves along the meridional direction

in order to conserve PV, resulting in the propagation of a Rossby wave.

The physics of zonal flow generation by drift wave modulational instability

is contained in the Hasegawa-Mima equation. However, it is recognized that there

are many more complex dynamical models in magnetically confined fusion plasmas

(e.g., ion temperature gradient (ITG), electron temperature gradient (ETG), and

trapped electron mode (TEM) [71, 72, 73]). We note that all of ITGs, TEMs,

ETGs etc are drift waves, in which ion (or electron, for ETG) polarization and

finite Larmor radius (FLR) effects act as inertia which increases the dielectric, i.e.,
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ε = 1 + k2
⊥ρ

2
s + ..., which then modifies (lowers) the wave frequency. In all cases

the frequency is in the range of the drift wave frequency, and therefore can be

written as ω ' ω∗e,if(k⊥ρs) (or f(k⊥ρe), for ETG), where function f(k⊥ρs) < 1.

As k⊥ρs → 0, ε = 1 + k2
⊥ρ

2
s + ...→ 1 + ..., and so f(k⊥ρs)→ 1. For example, the

generic drift wave frequency is given as ω = ω∗i/(1 + k2
⊥ρ

2
s). For the collisionless

trapped electron mode (CTEM), the frequency is reduced as ω = ω∗e/(1 + k2
⊥k
−2
M )

where k−2
M = ρ2

s[1 + τ−1(1 + ηi)], τ = Te
Ti

, and ηi = ∂rlnTi
∂rlnni

. In the case of the ion

temperature gradient (ITG) mode, the influence of the ion temperature gradient is

coupled with parallel ion motion, and the dispersion relation, taking account of the

ion Larmor radius, is given as ω2−ωω∗e/(1+k2
⊥ρ

2
s(1−τ−1))−k2

||c
2
s(1+τ−1ηi

ω∗e
ω

) = 0.

The ETG mode is similar to the ITG mode, but with the roles of the electrons

and ions reversed. In the ITG and TEM modes, we have the Boltzmann electron

response for both waves and zonal mode, while the ion response to zonal flow

perturbations is adiabatic in the ETG mode. Thus, the simplified model discussed

in our paper captures the basic trends of the dependence of the dielectric and wave

frequency on the polarization and FLR effects, which are common to all models,

however more complicated.

In all cases one can understand the energy transfer between drift waves

and zonal flows by exploiting the mean field evolution equation of the wave action

density [14]:
d 〈N〉
dt

=
∂

∂kr
Dkr

∂ 〈N〉
∂kr

. (4.3)

Multiplying Eq(1) by ωk and proceeding to integrate by parts gives the evolution

of the wave energy:

dεwave
dt

= −
∫
Dkr

∂ωk
∂kr

∂ 〈N〉
∂kr

= −
∫
Dkrvgr

∂ 〈N〉
∂kr

, (4.4)

where the group velocity vgr = ∂ωk/∂kr can be derived from the dielectric function

ε(ω,k), since dε = ∂ε
∂ω
dω + ∂ε

∂k
· dk = 0 along the wave path. Therefore the wave

energy evolves (in terms of ε):

dεwave
dt

=
∫
Dkr

∂ε/∂kr
∂ε/∂ω

∣∣∣∣
k,ωk

∂ 〈N〉
∂kr

. (4.5)

For drift wave turbulence, dεwave/dt < 0 (i.e., the wave energy decreases and so

the flow energy grows) since the conditions kr∂ 〈N〉 /∂kr < 0 and vgr/kr < 0
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are virtually always satisfied. The condition vgr/kr < 0 results from the generic

structure of ε: that the sign k−1
r (∂ε/∂kr) and ∂ε/∂ω are the same generically (e.g.,

ε(ω, k⊥ρs) = 1 − ω∗i
ω(1+k2

⊥ρ
2
s)

). Thus, the growth of zonal flows at the expense of

the wave energy is generic to all of the drift wave models and follows from the

basic structure of ε. The simple model presented in this paper captures the basic

physics of wave-flow energy transfer of the drift wave-zonal flow systems. While

the details of ε(ω, k⊥ρs) or f(k⊥ρs) may change, or be more complicated, the trend

that turbulence loses energy to the flows persists.

The modulational instability of a broad spectrum of Rossby or drift waves

to a large-scale test zonal flow δVx is given by:

∂

∂t
δVx = − ∂

∂y
〈ṽyṽx〉 − µδVx =

∂

∂y

∫
d2kkxky|ψ̃k(δVx)|2 − µδVx, (4.6)

where µ is friction in GFD or collisional drag in plasma. Note that the Taylor

identity relates the Reynolds force to the cross zonal stream flux of vorticity, in-

dicating vorticity (or PV) transport and mixing in a system with one direction of

symmetry as the fundamental mechanism of zonal flow formation in a quasi-2D

fluid or plasma. We use wave action (population) density conservation to evaluate

the modulational response of the wave spectrum to the test shear. The wave action

density is given by Nk = εk/ωk, where εk is the wave energy density. In the case of

drift wave turbulence, the wave energy density is given by εk = (1+k2
⊥ρ

2
s)|ψk|2 and

so N = (1 + k2
⊥ρ

2
s)

2|ψk|2/ω∗. For zonal flow shears, ω∗ is unchanged by flow shear-

ing, so the wave action density and the potential enstrophy density (1+k2
⊥ρ

2
s)

2|ψk|2

are identical, up to a constant factor. In the systems considered in this work, we

normalize the wave action density Nk = −k4|ψk|2/(βkx) to the enstrophy density

k4|ψk|2, since β is a constant and kx is unchanged by zonal flow shearing. Thus,

we see that the wave action density represents the intensity field of PV and its

evolution has a direct connection with PV mixing. The evolution of zonal flow is

determined by the modulational response of enstrophy density Ñk, as

∂

∂t
δVx =

∂

∂y

∫
d2k

kxky
k4

Ñk − µδVx =
∂

∂y

∫
d2k

kxky
k4

(
∂Ñk

∂δVx

)
δVx − µδVx. (4.7)
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Nk is determined by the linearized wave kinetic equation (WKE):

∂Ñk

∂t
+ vgy

∂

∂y
Ñk + δωkÑk =

∂(kxδVx)

∂y

∂N0

∂ky
, (4.8)

where N0 is the mean enstrophy density. δωk represents nonlinear self-decorrelation

rate via wave-wave interaction. The equilibrium balance has been used to re-

late linear growth rate and nonlinear damping rate. For small perturbations

(Ñk, δVx) ∼ e−iΩqt+iqy, the modulation of Ñk becomes

Ñk = iqδVx
kx

−i(Ωq − qvgy) + δωk

∂N0

∂ky
, (4.9)

so the growth rate of the test zonal flow is given by

γq = −q2
∫
d2k

k2
xky
k4

|δωk|
(Ωq − qvgy)2 + δω2

k

∂N0

∂ky
. (4.10)

The condition to have instability (ky∂N0/∂ky < 0) is satisfied for the equilibrium

enstrophy spectrum for quasi-geostrophic turbulence and drift wave turbulence.

The fundamental mechanism of zonal flow generation requires a synergy between

local wave-wave interactions (in wavenumber space) and non-local couplings be-

tween waves and flows. Therefore, the zonal flow growth rate should depend on

both the spectral structure of turbulence and properties of the zonal flow itself.

From equation (4.10) we can see that the growth rate is indeed a function of wave

spectrum N0(k) and zonal flow width q−1. We will show in the next section that the

growth rate also depends on ambient mean shear because mean shear de-correlates

the couplings between wave and flows. The momentum transport associated with

zonal flow modulational instability is given by

∂

∂t
δVx =

∂

∂y
νt
∂

∂y
δVx − µδVx ' −q2νtδVx − µδVx, (4.11)

where the q dependence of turbulent viscosity νt is neglected. The leading be-

haviour of the zonal flow growth has the form of a negative viscosity instability:

νt =
∫
d2k

k2
xky
k4

|δωk|
(Ωq − qvgy)2 + δω2

k

∂N0

∂ky
. (4.12)

On the other hand, there are several processes by which the growth of zonal flow

is limited or saturated. A non-perturbative mean field theory for the dynamics
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of minimum enstrophy relaxation shows that the PV flux consists of a positive

hyper-viscosity term [74], which reflects the saturation mechanism of zonal flows.

The nonlinear interaction between zonal flows and a wave packet scatters the wave

packet and returns energy back to turbulence. Moreover, as a seed zonal flow

grows, it saturates the modulational instability by deflecting the propagation of

wave packets. This mechanism is similar to the decorrelation of wave packets’

trajectory by mean flow shearing, which we will discuss in the next section. From

a energetics viewpoint, since energy is conserved between zonal flow and turbulence

waves, the growth of zonal flow energy must saturate as wave energy is depleted.

4.3 Effects of sheared mean flow

The shearing field of tokamaks and the solar tachocline often include both

zonal flow shears and mean flow shears. One of the interesting problems regarding

the interplay among Rossby/drift waves, zonal flows, and a mean shear flow is the

effect of a mean shear flow on the generation of zonal flows. This interplay among

turbulence, zonal flows, and mean shears is shown schematically in Fig. (4.2). In

the previous session we have discussed how zonal flows grow by a long wave length

modulation of wave turbulence. A mean flow shear can effectively decorrelate

this modulation, thus inhibiting zonal flow growth. So as to address more realistic

problems, in this section we study the modulational instability of test zonal flow in

the presence of a sheared mean flow V0(y)x̂, focusing on calculating the suppression

of zonal flow growth and PV transport.

In order to study the modulational instability in the ambient shearing field

analytically, we use the method of characteristics to change coordinates to the

shearing coordinates [75], in which the wave kinetic equation becomes an ordinary

differential equation. The ray trajectory of a wave packet in the presence of a

mean zonal shear V0x̂ can be determined by eikonal theory,

dky
dt

= −∂ωk
∂y

= kx
∂V0

∂y
,

dy

dt
=

∂ωk
∂ky

= vgy,
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Figure 4.2: Interplay among turbulence, zonal flows and mean shears.

where the dispersion relation in the presence of mean shear is ωk = kxV0−βkx/k2.

For simplicity, a smooth mean shear V0(y) = −Ωy is assumed, where Ω stands

for the shearing rate. Therefore, the meridional wave number ky of wave packets

increases linearly in time:

ky(t) = ky0 + kxΩt. (4.13)

The increase of ky implies the increase of waves coupling to small scale dissipation.

The increase of ky also implies the decrease of meridional group velocity, which

is given as vgy = 2βkxky/k
4. In other words, the growth of the effective wave

inertia causes drift-Rossby wave packets to slow down, which in turn reduces the

modulational response of waves. The meridional excursion of wave packets e(t) is

regulated by a mean shear as

y(t) = y(0) + e(t),

e(t) =
∫ t

0

2βk2
x(
ky(0)
kx

+ Ωt′)

k4
x

[
(1 + (ky(0)

kx
+ Ω2t′)2)

]2dt′

=
β

k2
xΩ

 1

1 +
k2
y(0)

k2
x

− 1

1 + (ky(0)
kx

+ Ωt)2

 . (4.14)

From equation (4.14) we can see that the excursion is reduced by the mean shear. In

this limit of Ω→∞, wave packets are trapped (e(t)→ 0), with limited excursion.

The linearized wave kinetic equation for a test zonal shear δV ′x = ∂yδVx in a sheared
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mean flow is

∂Ñ

∂t
+ vgy

∂Ñ

∂y
+ kxΩ

∂Ñ

∂ky
+D(k2

x + k2
y)Ñ = kxδV

′
x

∂N0

∂ky
, (4.15)

where turbulent diffusion Dk2 is used as an estimate of δωk. δωk represents a

relaxation of the wave action density N to the equilibrium N0, in the absence of

modulation. As we discussed in the previous section, the wave action density and

the potential enstrophy density are identical, up to a constant factor. We see that

the wave action density represents the intensity field of PV and its evolution has a

direct connection with PV mixing. Thus, δωk represents the decay due to forward

enstrophy cascade and PV mixing. δωk is approximated as the characteristic time

of PV mixing, which leads to the relaxation of N . Note that when we look at

the phenomenon of zonal flow generation from the standpoint of PV mixing, it is

the forward enstrophy cascade, not the inverse energy cascade, which is critical.

The enstrophy forward cascade is analogous to induced diffusion to high wave

number. The nonlinear coupling to small scale dissipation by the forward cascade

effectively replaces the molecular viscosity by an eddy viscosity. The evolution

of potential enstrophy by nonlinear interaction can be represented by a mixing

process: 〈v · ∇ q2〉 ∼ τ−1
k 〈q̃2〉k, where τk is the characteristic mixing time. We use

eddy viscosity to model the mixing related to forward enstrophy cascade, and so

we have τ−1
k ' δωk ' k2Dk.

We now use the method of characteristics to calculate the modulational

response Ñk. The first step is to perform a change of variables to shearing coordi-

nates:

ζ = ky − kxΩt,

ξ = y − e(t).

Transforming the partial derivatives to the new coordinate: ∂t → ∂t + ζt∂ζ +

ξt∂ξ, ∂ky → ∂ζ , ∂y → ∂ξ, the Green’s function of equation (4.15) in the shearing

coordinate, G(ξ, ζ, kx, t; ξ1, ζ1, k1x, t1), is determined by

∂tG+D(k2
x + k2

y)G = δ(t− t1)δ(ξ − ξ1)δ(kx − k1x)δ(ζ − ζ1). (4.16)
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Defining α so that ∂t(αt) = D(k2
x + k2

y), the left hand side of equation (4.16) can

be written as e−αt∂t[e
αtG]. Solving for α:

αt =
∫ t

0
dt′D[k2

x + (ky(0) + kxΩt
′)2]

= D

[
k2
xt+ k2

y(0)t+ ky(0)kxΩt
2 +

k2
xΩ

2t3

3

]

= D

[
k2
xt+

ky(t)
3

3Ωkx
−
k3
y(0)

3Ωkx

]
,

the Green’s function is derived as

G = δ(ξ − ξ1)δ(ζ − ζ1)δ(kx − k1x)

×exp

{
−D

[
(k2
x + k2

y0)t+ kxky0Ωt2 +
k2
xΩ

2

3
t3
]}

×exp

{
D

[
(k2

1x + k2
y0)t1 + k1xky0Ωt21 +

k2
1xΩ

2

3
t31

]}
. (4.17)

Changing variables back to the original frame, the Green’s function becomes

g(y, ky, kx, t; y1, k1y, k1x, t1) = δ(y − y1 − e(t) + e(t1))δ(ky − k1y − kxΩ(t− t1))

δ(kx − k1x)× exp

[
D

(
k2
xt+

k3
y

3Ωkx

)]
exp

[
D

(
k2

1xt1 +
k3

1y

3Ωkx

)]
.(4.18)

Thus, we can obtain the modulational enstrophy density induced by a test zonal

shear in the presence of a mean shear as:

Ñk =
∫ ∫ ∫

dt1dy1dk
2
1g(y, ky, kx, t; y1, k1y, kx, t1)k1xδV

′
x(t1, y1)

∂N0

∂ky

=
∫ ∞

0
dτe−Dk

2QτδV̂ ′xe
−iΩqt1+iq(y−e(t)+e(t1))kx∂kyN0, (4.19)

where

τ = t− t1,

Q = 1− kxky
k2

Ωτ +
k2
x

3k2
Ω2τ 2.

Note that when there is no mean shear, we have Q = 1 and y = vgyt. Therefore,

equation (4.19) reduces to equation (4.9). Considering the long time limit (Ωt >>

1), the modulation of the enstrophy density Ñk becomes

Ñk =
∫ ∞

0
dτe

− τ
3

τ3
c

+iΩqτ+i qβ
k2
0

ΩkxδV̂
′
x∂kyN0, (4.20)
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where the effective decorrelation rate of Ñk is defined as τ−1
c '

(
Dk2

xΩ2

3

)1/3
. The

decorrelation rate due to a random walk, (which is Dk2 in the absence of shearing

field), is enhanced by the coupling of shearing to turbulent decorrelation. In the

limit of strong mean shear (Ω >> Dk2), the corresponding Ñk becomes

Ñk '
[
Γ
(

4

3

)
τc −

Ω2
q

6
τ 3
c

]
e
i qβ
k2
0

ΩkxδV̂
′∂kyN0

'
(

3

Dk2
xΩ

2

)1/3

e
i qβ
k2
0

ΩkxδV̂
′∂kyN0 +O(Ω−2). (4.21)

The growth rate of zonal flow in strong mean shear limit is given as

γq ' −q2
∫
d2k

k2
xky
k4

(
3

Dk2
xΩ

2

)1/3
∂N0

∂ky
. (4.22)

Compared with the system without ambient mean shear in equation (4.10), a strong

mean shear reduces the growth of zonal flow by (Ω/Dk2
x)
−2/3

. Since vorticity flux

is equal to Reynolds force, which drives zonal flow, vorticity flux is reduced by the

mean shear as

〈ṽy∇2ψ̃〉 ' −q2δV
∫
d2k

k2
xky
k4

(
3

Dk2
xΩ

2

)1/3
∂N0

∂ky
. (4.23)

As a consequence, the turbulent viscosity scales with the mean flow shearing rate

to Ω−2/3 in strong shear limit,

νt(Ω) '
∫
d2k

k2
xky
k4

(
3

Dk2
xΩ

2

)1/3
∂N0

∂ky
. (4.24)

Because the effective viscosity is negative, the decreasing magnitude of the viscosity

corresponds to the suppression of zonal flow growth. In the theory of wave kinetics,

wave packets mix PV and generating zonal flow. As the decorrelation rate of wave

packets is enhanced by a mean shear, PV mixing by wave turbulence ultimately

becomes less efficient. We can also see the inhibition of wave propagation by a

strong mean shear from the excursion of the wave packets, which is suppressed,

as shown in equation (4.14), and from the group velocity of Rossby wave vgx =

2βkxkyk
−4, which is inversely proportional to shearing by the factor of Ω−3.

It is worth proving that the rate of energy transfer from waves to zonal

flows is reduced by a mean shear, while the sum of wave energy and zonal flow
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energy is conserved in the presence of a mean shear. Since wave action density is

conserved, wave energy density evolves according to

d

dt
εk '

dωk
dt

(
Nk

−βkx

)
' vgy

β
〈δV ′xÑk〉, (4.25)

where Nk/(−βky) is the wave action density (Nk is renormalized to enstrophy

density in this paper). We use the Ñk derived in limit of strong mean shear to

obtain
d

dt
εk '

∫
dq q2δV̂ 2

x

2k2
xky
k4

(
3

Dk2
xΩ

2

)1/3
∂N0

∂ky
. (4.26)

On the other hand, the evolution of zonal flow energy in a strong mean shear is

given by

∂

∂t
δV 2

x ' −2q2νt(Ω)δV 2
x ' −2q2δV 2

x

∫
d2k

k2
xky
k4

(
3

Dk2
xΩ

2

)1/3
∂N0

∂ky
. (4.27)

Equations (4.26) and (4.27) show that the total energy of wave packets and zonal

flows is conserved in the presence of a strong mean shear,

d

dt

(∑
k

εk +
∑
q

δV 2
xq

)
= 0. (4.28)

This is because the mean shear is assumed stable in this model (dtΩ = 0). However,

the rate of energy transfer from turbulence to zonal flows is reduced by a mean

shear with the scaling of Ω−2/3.

4.4 Conclusion

We have investigated the important issue of how mean shear flows affect

the transport of PV and zonal flow generation. For the systems of interest (magne-

tized plasma and quasi-geostrophic fluids), the conservation of PV is an essential

characteristic of drift-Rossby wave dynamics, and the spatial mixing of PV is a

fundamental mechanism for large scale flow generation. In a system with no mean

shears, modulational stability calculations show that small scale wave packets are

unstable to long wavelength perturbations, i.e. seed zonal flows. The seed zonal

flow enforces turbulent PV transport, which reinforces the growth of the seed zonal
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flow. When a mean shear flow is introduced to the system, the growth rate of zonal

flows is reduced because the correlation between wave packets and zonal flows is

weakened. By inhibiting PV mixing or reducing the cross-phase of the Reynold

stress, mean shear has a significant influence on zonal flow dynamics. We demon-

strate that in the strong shear limit, the zonal flow growth rate as well as PV flux

decreases as Ω−2/3.

The results allow an an improved interpretation of feedback of mean shear

on modulational instability driving zonal flow in the L-H transition. Our model

gives detailed dependence of the turbulent viscosity on mean shear and therefore

gives a modification to the zonal flow evolution equation in the L-H transition

models (e.g. Ref [16, 18]). Another application of the results would be to give

a detailed prediction of the interplay between turbulence-driven shears and mean

shears in I-phase. Here, I-phase refers to an intermediate, oscillatory phase between

the L mode and the H mode, which occurs when the input power is near the H-

mode power threshold. Understanding of the interaction between turbulence, zonal

flows, and mean shears helps to elucidate the duration of I-phase. This is essential

for the studies of nonlinear turbulent energy transfer (e.g. [76, 77]).

PV flux and turbulent viscosity are shown to be complex functions of tur-

bulence spectrum (k,N0), the structure of zonal flow (q), and nonlinear wave-wave

self-decorrelation rate under modulation (δω). The main effect of a strong mean

shear flow (Ω >> δω) on turbulent momentum transport in our model is to en-

hance modulational decorrelation rate from δω to (δωΩ2)1/3 (Table 4.1). Based on

Table 4.1: Reduction of momentum transport by strong mean shear.

turbulent viscosity νt '
∫
d2k k

2
xky
k4 R

∂N0

∂ky

without mean shear R = |Dk2|
(Ωq−qvgy)2+(Dk2)2

with strong mean shear R =
(

3
Dk2

xΩ2

)1/3

the results, we suggest that momentum transport in the solar tachocline is non-

Fickian, and the effect of mean solar differential rotation needs to be considered.

There are other mechanisms which may affect turbulent momentum transport in

the tachocline, including, but not limited to: reduction of turbulence intensity by
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mean and random shearing field, generation of turbulence by convective overshoot

or shear, and reduction of turbulent transport by a magnetic field.

The effect of the magnetic field might possibly play a role in the tachocline.

However, the plasma beta, defined as the ratio of the thermal pressure to the mag-

netic pressure, is expected to be very high (βp >> 1) in the tachocline, so the effect

of magnetic field is uncertain, and most importantly, there is no direct observation

of magnetic field in the tachocline. Therefore, the hydrodynamic model is mean-

ingful. As we discussed in the Introduction, it is still unclear how the tachocline

evolves under the meridional circulation-driven burrowing. Different mechanisms

which oppose the burrowing during solar evolution have been proposed. There are

two principal mechanisms: 1) turbulent viscous mixing of horizontal velocity, as

in the Spiegel-Zahn [64] scenario, and 2) a fossil magnetic field in the radiative

interior, as in the Gough-McIntyre [66] scenario. Spiegel & Zahn [64] suggest that

stably stratified turbulence efficiently diffuses angular momentum in the latitudi-

nal direction (i.e., positive turbulent viscosity) and so prevents the spreading of

the tachocline. However, Gough & McIntyre [66] point out that the turbulence in

a stably stratified rotating layer does not act as to diffuse the latitudinal gradient

of angular velocity. Instead the turbulence would mix PV and so drive mean flows.

They propose a hypothetical fossil magnetic field in the radiation zone to oppose

the burrowing of the tachocline. Because the fossil magnetic field is localized in

the radiative interior, it does not directly influence the turbulent transport in the

tachocline; it simply sets the boundary condition of the tachocline. In both the

Spiegel-Zahn and Gough-McIntyre scenarios, turbulent transport in a stably strat-

ified rotating layer plays a central role. This supports the need for a hydrodynamic

analysis of turbulent mixing of PV in the tachocline.

One purpose of this work is to improve the hydrodynamic model of Spiegel-

Zahn. The weak points of the Spiegel-Zahn model are the assumption of dif-

fusion/mixing of horizontal momentum instead of PV, and the assumption of

constant viscosity. Our model analyzes the inhomogeneous mixing of PV and

includes the interaction between turbulence, turbulence-generated flows, and the

background shear flows. We show that the turbulent viscosity is not constant; it
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depends on turbulence spectrum and flow structures. Morover, the horizontal tur-

bulent viscosity is found to be negative, i.e., tachocline burrowing is not balanced

by horizontal turbulent momentum transport. Thus, the results suggest the need

of other mechanisms to prevent tachocline penetration, and also point toward the

(ultimately) critical role of jet frictional damping as dissipation. Our improved

interpretation of the horizontal momentum transport could be used to develop a

more accurate hydrodynamic tachocline model. While a 3D model for tachocline

is beyond the scope of this work, we think it is worthwhile to couple the horizontal

and the vertical fluxes of angular momentum related to Rossby wave turbulence.

In other words, it would be interesting to revisit the Spiegel-Zahn model using the

horizontal turbulent viscosity derived from this work. That, however, is a lengthy

calculation which is beyond the scope of this paper.

In this work, we were concerned with the effects of mean shear on turbulence

correlation times and thus turbulent fluxes and transport. However, mean shears

can also reduce turbulent transport by altering the intensity of the turbulent fluc-

tuations. Kim & Diamond [78] reconsider the effect of a strong mean shear flow on

the transport of a passive scalar field. They show that the square amplitude of the

turbulence scales with the mean shear as Ω−5/3 for a random flow with a localized

frequency spectrum, while the flux of the passive scalar varies as Ω−1. Their an-

alytical results are confirmed by the calculations and numerical study by Leconte

et. al. [79] In the study of interchange and ion temperature gradient turbulence

models [80], it is shown that a strong reduction in transport of particles and heat

results from a severe reduction in the amplitude of turbulent velocity. Those re-

sults indicate the importance of the turbulent transport suppression through the

reduction in the turbulence intensity. Note that there is a fundamental difference

between the mixing of passive scalars and active scalars. Back-reaction of mixed

quantities on mixing carriers only occur for active scalars, like PV.

Like the majority of mean-field models, the scale separation in space and/or

time is an underlying assumption of our perturbative analyses. The assumption

simplifies the problem because it enables the use of the adiabatic invariant to

calculate the modulational response of wave spectrum to a test zonal flow. The
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scale separation clearly exists between meso-scale, low frequency zonal flows and

micro-scale higher frequency drift waves in magnetized plasma systems. For solar

tachocline, there is no observation from which to determine whether such scale

separation is valid or not. It is nevertheless not an unreasonable assumption,

considering that the scales of turbulence excited by penetrative convection are

of the same order as solar granulation. For systems with no scale separation,

it is more difficult to derive the momentum transport coefficients theoretically.

One may approach the problem via the renormalization-group technique [81], but

applying this method to analyze turbulent momentum transport is still in the

developing stage and is beyond the scope of this paper.

Chapter 4 is a reprint of material appearing in Pei-Chun Hsu and P. H.

Diamond, Phys. Plasmas, 22, 022306, (2015). The dissertation author was the

primary investigator and author of this article.



Chapter 5

Summary and future directions

In this thesis, the dynamics of inhomogeneous potential vorticity (PV)

mixing was studied to describe the large-scale zonal flow formation in Rossby

wave/drift wave turbulence. The study was set out to explore the non-perturbative

dynamics in PV mixing and has developed two relaxation models to derive the gen-

eral structure of PV flux. Perturbation theory was used to calculate the transport

coefficients. The study has also sought to uncover how the background mean shear

flows affect the dynamics of PV mixing and zonal flow generation. Thus, the study

sought to answer three questions:

1. What is the general structure of the form of PV flux during turbulent relaxation

processes? (Chapter 2)

2. What are the transport coefficients in the PV flux? (Chapter 3)

3. What are the effects of ambient mean shear flows on the generation of zonal

flows and turbulent momentum transport? (Chapter 4)

Different approaches were explored to the calculation of the PV flux in

quasi-2D turbulent systems which conserve PV. In Chapter 2, we non-perturbatively

deduced the general forms of PV flux from two relaxation models: 1) the mini-

mum enstrophy relaxation model using the selective decay principle and 2) the

PV-avalanche model using the joint reflection symmetry principle. The process of

PV mixing was shown to be non-Fickian. The structure of PV flux derived from

both relaxation models consists of a viscous and a hyper-viscous transport of PV.

91
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The PV flux deduced from the PV-avalanche model has another, convective, term,

which is, however, dependent on the gradient of the mean PV profile.

In the selective decay model, we found that the ratio of PV gradient to

zonal flow velocity is homogenized in the minimum enstrophy state, which im-

plies strong zonal flows located at sharp PV gradients. This is consistent with

the structure of the PV staircase, suggesting that the staircase arises naturally

as a consequence of minimum enstrophy relaxation and also links inhomogeneous

PV mixing to minimum enstrophy relaxation. Turbulence spreading is linked to

PV mixing; the spreading flux is driven by the gradient of the homogenized quan-

tity. The PV equation in the PV-avalanche model has the same structure as

the Kuramoto-Sivashinsky equation, which is known for its negative diffusion and

higher-order stabilizing dissipation. The convective transport of PV suggests in-

termittent PV transport during turbulence self-organization. Because a nonlinear

convective component of avalanche-like flux can be counted as a generalized dif-

fusive transport, the PV flux in the two relaxation models may represent similar

transport processes.

To derive the transport coefficients rigorously, in Chapter 3 we then used

perturbation theory to study the instability of a spectrum of wave packets to a

large scale seed zonal flow. For a broad turbulence spectrum, the modulational

instability analysis of the wave kinetic equation showed that to the lowest order,

PV flux is composed of negative viscous and positive hyper-viscous terms. The

viscous and hyper-viscous transport of PV are shown in the minimum enstrophy

relaxation model and the PV-avalanche model as well. The negative viscosity from

the resonance interaction between zonal flow and wave-packets contributes to the

growth of the zonal flow, while the positive hyper-viscosity assures the saturation

mechanism of zonal flows and the scale dependence of the PV flux. For a narrow

turbulence spectrum, we derived a parametric instability model of a pseudo-fluid

composed of wave-packets. The PV transport associated with the pseudo-fluid is

a convective process, which is also shown in the PV-avalanche model.

The effects of a mean shear flow on zonal flow formation was studied in

Chapter 4. In the presence of ambient mean shear, the growth rate of zonal flows is
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reduced because the correlation between wave packets and zonal flows is weakened.

By inhibiting PV mixing or reducing the cross-phase of the Reynold stress, mean

shear has a significant influence on zonal flow dynamics. We demonstrated that in

the strong shear limit, the zonal flow growth rate, as well as the PV flux, decreases

with mean shearing rate as Ω−2/3. While previous work has explored the effect of

mean shears on reducing the growth of the modulational instability (following the

initial work by Kim and Diamond [78]), the study in this thesis gives a complete

analysis, including 1) an analysis of the effect of a mean shear on modulational

wave action density, zonal flow growth rate, and turbulent viscosity; 2) a study

of zonal/mean flow shearing, PV mixing and their interaction in modulational

instabiliy; 3) a calculation of the spatial flux of PV.

To sum up, this thesis has identified inhomogeneous PV mixing as the fun-

damental mechanism for zonal flow formation and has offered new perspectives

and approaches to calculating spatial flux of PV. One important topic for future

research is developing numerical simulation tests of the models discussed in this

thesis and comparing the results to the analytical predictions. Some of the numeri-

cal tests we can do include: i) examining the form of the PV flux during relaxation

and testing the hyper-viscous model derived in this thesis, ii) calculating the pro-

file of the homogenized quantity predicted for the relaxed state, iii) calculating

the minimum enstrophy in the relaxed state, iv) studying the PV flux spectrum–

especially low frequency components–with avalanching in mind, v) studying the

staircase formation during relaxation. Another topic for future research is includ-

ing the magnetic field to the quasi-geostrophic equation, i.e., developing a β-plane

MHD model of PV mixing processes, with particular emphasis on the effect of

magnetic field on the cross phase of the Reynolds stress–PV flux.
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