Logarithmic discretization and systematic derivation of shell models in two-dimensional turbulence
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A detailed systematic derivation of a logarithmically discretized model for two-dimensional turbulence is given, starting from the basic fluid equations and proceeding with a particular form of discretization of the wave-number space. We show that it is possible to keep all or a subset of the interactions, either local or disparate scale, and recover various limiting forms of shell models used in plasma and geophysical turbulence studies. The method makes no use of the conservation laws even though it respects the underlying conservation properties of the fluid equations. It gives a family of models ranging from shell models with nonlocal interactions to anisotropic shell models depending on the way the shells are constructed. Numerical integration of the model shows that energy and enstrophy equipartition seem to dominate over the dual cascade, which is a common problem of two-dimensional shell models.
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I. INTRODUCTION

Turbulence is one of the most complex problems in nature. It is an ubiquitous phenomenon involving a multitude of scales and a variety of behaviors, yet, with clear underlying regularities. The self-similar turbulent cascade of conserved quantities such as energy, helicity, enstrophy, etc., in different kinds of physical problems are prime examples of such underlying order. Study of turbulence therefore focuses on simplifying its description using such regularities in order to improve our overall understanding of its important features. The field of turbulence is abound with different approaches to provide a theoretical insight into the phenomenology of turbulence [18–20]. In particular, they have had great success in obtaining results which were inconceivable from microscopic theory, functional analysis, or direct numerical simulations.

A shell model consists of a set of ordinary differential equations that are nonlinearly coupled to represent the cascade process. In its basic form, it is a differential approximation model with built in logarithmic discretization and arbitrary coefficients multiplying the interaction terms. In fact, one can recover smooth differential approximation models in the continuum limits of these models [21–23]. A shell model usually takes only a subset of the total number of possible interactions into account, but by choice of the interaction coefficients, it respects the conservation laws of the fluid system it represents. Shell models are usually, simply “written” using these conservation laws, and not derived through a rigorous procedure starting from the initial equations. Earlier attempts at their derivation involves the establishment of their connection to other classes of reduced models called dyadic models [24,25]. In general, the reduction of a continuous system to only a finite number of modes [26], which are chosen to respect the self-similar structure of the original equations, has been studied for earlier high resolution simulation efforts.
and has been extended to pseudospectral formulation [28].

One interesting, maybe puzzling, aspect of shell models is the fact that while they rely on a strong truncation of the original system to only local interactions, they manage to preserve both the spectrum and the intermittent character of the fluctuations [29–31], even though the detailed mechanism is probably different [32]. As a side effect of the derivation of the LDM, here we provide a derivation procedure for the shell model for two-dimensional turbulence. The advantage of the systematic derivation procedure is that it also allows a multitude of models in-between the simple Gledzer Ohkitani Yamada (GOY) model and a direct \( k \)-space discretization of the fluid equations to be obtained. It also allows for derivation of such models for more complicated systems consisting of multiple fields (reduced MHD, rotating convection, simplified resistive drift wave turbulence, etc.).

Recent work on turbulence on fractal decimated Fourier space [33,34] shows the role and the importance of equipartition in reduced Fourier space and its connection to cascades. In general, if a binning is used, one that contains equal number of modes per bin gives the same equipartition solution as the original system [28]. Since the LDM uses logarithmic spacing, the equipartition in the LDM, similar to shell models, is expected to be unphysical.

Indeed, numerical integration of the LDM shows that energy and enstrophy equipartition among shells seem to dominate over the dual cascade, at least for the inverse energy cascade range as discussed by Aurell et al. [35] for two-dimensional shell models. However, since the derivation allows generalization of the shell model approach, and since two-dimensional shell models are used as elements in multishell models [36] or hierarchical tree models [37], the findings presented in this paper remain useful. Furthermore, new developments on turbulence reduction using helical decomposition may actually make it possible to model inverse cascade using shell models [38] and probably by LDMs as well, without resorting to tree models.

It is also important to note that a system with intrinsic linear instability, such as the barotropic instability in geophysical fluid dynamics (GFD) or drift instabilities in magnetized fusion, can not be overwhelmed by unphysical shell equipartition as easily as a driven Euler system. For instance, repeating the derivation presented below for density and plasma vorticity, assuming finite parallel electron conductivity one can derive a generalization of the shell model for the Hasegawa-Wakatani system described in Ref. [39]. This approach also allows the derivation of an LDM as well as a shell model for any two-dimensional fluid system regardless of its conservation laws. This is particularly important since the derivation proposed here can be used in any quasi-two-dimensional fluid problem as a foundation. While such an approach for the two-dimensional Navier-Stokes turbulence discussed below is probably unnecessary with today’s computational capabilities, it may be essential for other potential applications.

Consider for instance the equation for the advection of a scalar:

\[
\frac{\partial}{\partial t} + \mathbf{v} \cdot \nabla h = F - D, \tag{1}
\]

where \( h \) can be a passive scalar such as tracer density, or it can be defined in terms of the velocity field as in the case of vorticity for the Euler equation or, more interestingly, potential vorticity for plasma and geophysical turbulence. Here, \( F \) and \( D \) are some generic forcing and dissipation terms. Considering two-dimensional turbulence, the velocity field can be defined in terms of the stream function \( \mathbf{v} = \hat{z} \times \nabla \Phi \), where \( \hat{z} \) is the direction perpendicular to the plane of motion. Both the \( E \times B \) drift velocity and the quasigeostrophic flow velocity can be written this way. Taking the Fourier transform of \eqref{eq:1}, we obtain

\[
\frac{\partial}{\partial t} h(\mathbf{k}) = \frac{1}{(2\pi)^2} \int \int (\hat{z} \cdot \mathbf{p}) \Phi^*(\mathbf{p}) h^*(\mathbf{q}) \times \delta(\mathbf{k} + \mathbf{p} + \mathbf{q}) \mathbf{p}^2 \mathbf{p} \cdot \mathbf{q}^2 + F(\mathbf{k}) - D(\mathbf{k}). \tag{2}
\]

The integral is computed over all possible combinations of triangles with sides \( k, p, \) and \( q \) as shown in Fig. 1. Using polar coordinates \( k^2 = k_1^2 + k_2^2 \) and \( \alpha_q = \tan^{-1}(k_q/k_1) \), we can write this as (see also the Appendix)

\[
\frac{\partial}{\partial t} h(\mathbf{k}, \alpha_k) = F(\mathbf{k}, \alpha_k) - D(\mathbf{k}, \alpha_k) + \frac{1}{(2\pi)^2} \int \int pq \sin(\alpha_q - \alpha_p) \times \Phi^*(\mathbf{p}, \alpha_p) h^*(\mathbf{q}, \alpha_q) \delta(\mathbf{k} + \mathbf{p} + \mathbf{q}) pq dp dq d\alpha_p d\alpha_q, \tag{3}
\]

where \( \Phi^*(\mathbf{k}, \alpha_k) = \Phi(\mathbf{k}, \alpha_k + \pi) \) since the original signal \( \Phi(\mathbf{x}, t) \) is real (similarly for \( h \)). The \( k \) space can be spanned by writing

\[
\frac{\partial}{\partial t} h(\mathbf{k}, \alpha_k) = F(\mathbf{k}, \alpha_k) - D(\mathbf{k}, \alpha_k) + \frac{1}{(2\pi)^2} \int \int_{\alpha_k} dp dq \int_{\max} dq dq \sin(\alpha_q - \alpha_p) \times [\Phi^*(\mathbf{p}, \alpha_p) h^*(\mathbf{q}, \alpha_q) - \Phi^*(\mathbf{q}, \alpha_q) h^*(\mathbf{p}, \alpha_p)] \\
+ \Phi^*(\mathbf{p}, 2\alpha_k - \alpha_q) h^*(\mathbf{q}, 2\alpha_k - \alpha_q) - \Phi^*(\mathbf{p}, 2\alpha_k - \alpha_q) h^*(\mathbf{q}, 2\alpha_k - \alpha_q)], \tag{4}
\]

where \( q \) and \( \alpha_q \) are to be interpreted as \( q = (k + p) \) and \( \alpha_q(\mathbf{k}, \alpha_k, \alpha_p) = \tan^{-1}(k \sin \alpha_q + p \sin \alpha_q)/(k \cos \alpha_q + p \cos \alpha_q) \), respectively. This form includes the contributions from the four triangles, three of which can be obtained by reflections of the first one as shown in Fig. 2.
This allows us to cover the full $k$ space by varying $\alpha_p$ from $\alpha_l$ to an $\alpha_{\text{max}}$, which is either the angle at which $q = p$ (i.e., if $p > k/2$ or $\alpha_l + \pi$ (i.e., if $p > k/2$), and $p$ from 0 to $\infty$. Note that the contributions from the four quadrants shown in Fig. 2 give the four respective terms in (4). The continuous form given above provides the foundation for the general logarithmic model, which results from the introduction of a logarithmic discretization and a reorganization of the sums in order to exploit the underlying self-similar structure.

The angle between $p$ and $q$ can be computed using the law of cosines as $\cos(\alpha_q - \alpha_p) = (k^2 - p^2 - q^2)/(2pq)$, and therefore

$$\sin(\alpha_q - \alpha_p) = \pm \frac{1}{2pq} \sqrt{4p^2q^2 - (k^2 - p^2 - q^2)^2} = \pm \frac{1}{2pq} \sqrt{2q^2(k^2 + p^2) - (k^2 - p^2)^2 - q^2},$$

as needed in (4), and since $\alpha_q - \alpha_p$ for the primary triangle (the upper right one in Fig. 2) is always between 0 and $\pi$ we can pick the positive root.

Note that for the primary triangle $\alpha_p$ and $\alpha_q$ can be defined in terms of $p$ and $q$ via

$$\alpha_p = \alpha_l + \cos^{-1} \left( \frac{q^2 - k^2 - p^2}{2kp} \right),$$

$$\alpha_q = \alpha_k - \cos^{-1} \left( \frac{p^2 - k^2 - q^2}{2kq} \right).$$

These definitions allow us to consider all possible triads by fixing $k$ and $p$ and varying only $q$, then changing $p$ and repeating the procedure. Since Eq. (4) is symmetric with respect to an exchange of $p$ and $q$, when computing the sum, one can consider only the $p < q$ part of the domain.

II. DERIVATION OF THE LOGARITHMICALLY DISCRETIZED MODEL

At this point, in order to derive a logarithmically discretized model (LDM), $k$ space can be divided into shells with $k_n = k_0q^n$, where $g > 1$ is the logarithmic spacing factor. It is common to use $g = \sqrt{1 + \sqrt{5}}/2$, which allows adjacent $k_n$'s to be perpendicular. In addition, one may also divide each shell into a number of uniform segments using a regular discretization of $\alpha_k$ of the form $\alpha_k = 2\pi j/N_0$, where $N_0$ is the number of poloidal slices, so that $h_l \equiv h_{k_l\alpha_l}$ (see the Appendix for details):

$$\frac{\partial}{\partial t} h_l^j = F_{nl}^j - D_{nl}^j + \sum_{p=0}^{k/2} \sum_{q=k-p}^{k/2} \sum_{m=0}^{\infty} \sum_{r=q-m}^{\infty} \sigma_{nlm} \left[ \Phi_{\ell}^{j+\ell} \Phi_{m}^{j+\ell} \Phi_{n}^{j-\ell} \Phi_{r}^{j-\ell} - \Phi_{\ell}^{j-\ell} \Phi_{m}^{j-\ell} \Phi_{n}^{j+\ell} \Phi_{r}^{j+\ell} \right].$$

Here, $\sigma_{nlm}$ is the discretization of $pq \sin(\alpha_q - \alpha_p)$ and $r_{nlm} = \frac{N_0}{2\pi} \cos^{-1} \left( \frac{q^2 - k^2 - p^2}{2kp} \right)$.

where the brackets $[\ldots]$ indicate rounding to the closest integer and the sums are computed over discretized values of $p = p_n = k_0q^n$ and $q = q_n = k_0q^n$. Recall also that $h_l^j = h_{k_l}^{j+N_0/2}$ for $j < N_0/2$. In the superscripts $j \pm r_{nlm}$, etc., in (5) are already to be computed, modulus $N_0$, and with the additional symmetry such that $h_{k_l}^{j+N_0/2} = h_{k_l}^{j}$. Note that for a given $\{n, j\}$ there are four different triads with $\alpha_j = 2\pi(j \pm r_{nlm})/N_0$ and $\alpha_j^{(\ell)} = 2\pi(j \pm r_{nlm})/N_0$ that contribute to the evolution of $h_{k_l}^{j}$ for each value of $m$ and $\ell$, over which we compute the sum. As discussed in the Appendix, this reduction is achieved by decimating the continuous Fourier space by considering Dirac delta functions localized at logarithmic grid elements. The result would have an additional weighted sum over $j'$ [where $\alpha_j^{(\ell')} = 2\pi(j \pm r_{nlm})/N_0$ and $\alpha_j^{(\ell')} = 2\pi(j \pm r_{nlm})/N_0$] if we used proper binning (e.g., Ref. [28]) instead of reduction using Dirac delta functions. In fact, the derivation in the Appendix suggests that the interaction coefficients (i.e., $\sigma_{nlm}$) should vanish unless the logarithmically discretized wave numbers can form an exact triad. However, the form of the logarithmic grid does not guarantee that discretized values of $p + q$ would exactly equal a $k$ which would also be on the grid. Thus, we use the nearest discrete element to compute the coefficients instead. This allows us to write (6) and introduces discretization error which is expected to reduce with increasing angular resolution. However, as we will see later, this discretization error does not lead to energy nonconservation of the final form even for low angular resolution.

Furthermore, it is important to note that the discretization of $\sigma_{nlm}$ and $r_{nlm}$ is not unique since $k$, $p$, and $q$ can be picked among the possible values with $k \in (k_l, k_{l+1})$, $p \in (k_l, k_{l+1})$, $q \in (k_l, k_{l+1})$. 
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and $q \in (k_m, k_{m+1})$. Here, we will pick the basic combination $k = k_n$, $p = k_\ell$, and $q = k_m$, but alternative choices could be invoked in order to maximize the range of possible interactions, which is important if one wants to deal with disparate scale interactions. With these approximations,

$$\alpha_{n,m} = k_n^2 \sqrt{2g^{2n}(g^{2n} + g^{2\ell}) - (g^{2n} - g^{2\ell})^2} - g^{4m},$$

and

$$r_{n,m} = \frac{N_0}{2\pi} \cos^{-1}(\beta_{n,m})$$

where $\beta_{n,m} = (g^{2n-n-\ell} - g^{n-\ell} - g^{4m})/2$.

At this point, one may reduce the sum by considering only a subset of all possible interactions. Consider, for example, the reduction

$$[\ell,m] = \{(n - 2 - m', n - 1), (n - 1 - m', n + 1), (n + 1 + m', n + 2 + m')\} = \{a, b, c\},$$

which is described in Fig. 3. Considering (5) for the given set above and computing the values of $\alpha_{n,m}$ for these combinations (and relabeling $m'$ as $m$), we obtain

$$\alpha_{a,b,c} = k_n^2 g^{2n-2m-4} \sqrt{\mu_{ab}(g)},$$

and

$$\alpha_{b,c,a} = k_n^2 g^{2n-2m-2} \sqrt{\mu_{bc}(g)},$$

where

$$\mu_{ab}(g) = (1 + g^{m+1} - g^{m+2})(1 - g^{m+1} + g^{m+2})$$

and

$$\mu_{bc}(g) = (1 - g^{m+1} + g^{m+2})(1 + g^{m+1} + g^{m+2}).$$

and

$$r_m \equiv r_{n,m-1,m} = \frac{N_0}{2\pi} \cos^{-1}\left(\frac{g^{m+1} - g^{m+2}}{2g^{m+1}}\right),$$

$$s_m \equiv r_{n,m-1,m-1} = \frac{N_0}{2\pi} \cos^{-1}\left(\frac{g^{m+2}}{2g^{m+3}}\right),$$

$$f_m \equiv r_{n,m-1,m+1} = \frac{N_0}{2\pi} \cos^{-1}\left(\frac{g^{m+2} - g^{m+1} - 1}{2g^{m+2}}\right),$$

$$r_{n+1,m-1,m} = s_m,$$

$$r_{n+1,m+1,m-1} = f_m,$$

$$r_{n+2,m+1,m+1} = r_m,$$

which allows us to write (5) as

$$\frac{\partial}{\partial t} h_n^j = F_n^j - D_n^j + \sum_{m=0}^{m_{\text{max}}} k_n^2 \sqrt{\mu_{n,m}(g)} g^{j-n},$$

where $m_{\text{max}}$ is the largest integer $m$ for which $\mu_{n,m}$ is positive.

Equation (8) is the general, nonlocal, anisotropic “shell model” and is the final result of this paper. As a matter of fact, (8) is in-between a full logarithmic discretization of the initial fluid system as in (5) and a shell model since it makes no assumption about isotropy and it contains meaningful phase information, unlike a shell model, but it selects only a subset of all possible interactions, even though that subset includes both local and nonlocal interactions. This model can be reduced to various limiting forms to obtain more standard shell models and their generalizations.

A. Conservation laws

The original system as written in (1) conserves only $H = \int h^dS$. The discretization above [i.e., Eq. (8)] conserves

$$H = \sum_{n,j} |h_n^j|^2.$$

This can be shown by multiplying (8) by $h_n^j$ and subtracting over $f$ and $n$:

$$\frac{d}{dt} H = \sum_{n,j} h_n^j \sum_{n,j} \partial_t h_n^j - H = \mathcal{P} - \mathcal{D} + \sum_{n,j} T_n^j.$$

Here, $\mathcal{P} = \sum_{n} h_n^j F_n^j$ is the total production and $\mathcal{D} = \sum_{n,j} h_n^j D_n^j$ is the total dissipation of $H$ due to injection and dissipation of $h$. Conservation of $H$ means that the total transfer due to the nonlinear term vanishes: i.e., $\sum_{n,j} T_n^j = 0$. This can be seen by considering the triads $[n - 2 - m, n - 1, n]$. 
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for large enough $N_0$, this involves $N_0[3 + 2(m_{\text{max}} + 1)]$ equations for $N_0[5 + 2(m_{\text{max}} + 1)]$ unknowns, and therefore has many possible solutions. This means that all the phases $\theta^i_\ell$ can be obtained in terms of a set of $2N_0$ fixed reference phases, such as $\theta^i_\ell$ and $\theta^i_{n-2-m}$ or $\theta^i_{n-2-m}$ and $\theta^i_{n+2+m}$ for example. Assuming that the reference phases are random, averaging over these random phases, we obtain the following generalized shell model:

$$\frac{\partial}{\partial t} h_n = F_n - D_n + \sum_{m=0}^{m_{\text{max}}} k_n^2 \sqrt{\mu_n(g)} g^{-1} \times \{g^{3-2m} (\Phi^*_{n-2-m} h^*_{n-1} - h^*_{n-2-m} \Phi^*_{n-1})$$

$$- g^{1-2m} (\Phi^*_{n-1-m} h^*_{n+1} - h^*_{n-1-m} \Phi^*_{n+1})$$

$$+ g(\Phi^*_{n+1+m} h^*_{n+2+m} - h^*_{n+1+m} \Phi^*_{n+2+m})\}.$$

Here, we assumed a slow phase for the complex amplitudes and used the “standard” choice for the phase relations, which results in the conjugation choice consistent with the GOY model. This choice is actually arbitrary in shell models.

Taking $h$ as the vorticity (i.e., $h_n = -k_n^2 \Phi_n$), we obtain

$$\frac{\partial}{\partial t} \Phi_n = F_n - D_n + \sum_{m=0}^{m_{\text{max}}} k_n^2 \sqrt{\mu_n(g)} g^{-1} \times \{g^{3-2m} (\Phi^*_{n-2-m} h^*_{n-1} - h^*_{n-2-m} \Phi^*_{n-1})$$

$$- g^{1-2m} (\Phi^*_{n-1-m} h^*_{n+1} - h^*_{n-1-m} \Phi^*_{n+1})$$

$$+ g(\Phi^*_{n+1+m} h^*_{n+2+m} - h^*_{n+1+m} \Phi^*_{n+2+m})\}.$$  

which can be seen as a particular generalization of the GOY model for the two-dimensional Navier-Stokes equation, and has the same exact solution

$$\Phi_n \propto \{k_n^{-2} \cdot k_n^{-4/3}\}$$

corresponding to the Kraichnan-Kolmogorov spectra of two-dimensional (2D) turbulence. The generalization in (12) is effectively the same model as that discussed, and extended to the MHD case by Plunian [40] apart from the fact that the extent of the sum (i.e., $m_{\text{max}}$) and the nonlinear interaction coefficients can be computed explicitly here. It is interesting to observe that the extended interactions of this model (in contrast to the GOY model) can be obtained systematically by our approach.

B. Anisotropic 2D shell model

Considering $g > \sqrt{(1 + \sqrt{5})/2}$, and $N_0 = 8$, and $m_{\text{max}} = 0$ in (8), we get $r_\rho = 3, s_\rho = 3$, and $\ell_\rho = 2$. Choosing the phases as in (11) and proceeding as in the previous section leads to elimination of the phase information. Assuming reflection symmetry along $x$ and $y$ axes allows reducing the number of variables to $n_\rho = N_0/4 + 1$, and therefore defining $h^{(x)}$ as the slice $[-\pi/8, \pi/8], h^{(0)}$ as $[\pi/8, 3\pi/8]$, and $h^{(y)}$ as $[3\pi/8, 5\pi/8]$ and their reflections. In terms of these, the shell
model can be written as follows:

\[
\frac{1}{2}k^2 \mu(g) g^{-1} \left[ -g^{-1} \Phi_{n+1}^* + \Phi_{n-1}^* \right] - \frac{1}{2} \sum_{m=0}^{l} \left[ 4k^2 g^{-2} (\Phi_{n+1}^* \Phi_{n-1}^* - \Phi_{n+1} \Phi_{n-1}) \right] + C_{loc},
\]

letting \( h_n = -k^2 \Phi_n \), we get the shell model described in Ref. [41].

In fact, writing Eq. (8) directly with \( N_0 = 8 \) gives a model similar to the one above, but with four equations and meaningful phase information (i.e., the phases of the discrete variables \( h_n^m \)'s are not arbitrary as in shell models). It seems that this model, which is not much more complicated than the three-equation model above, should be preferable for most applications.

**C. GOY model**

Setting \( m_{max} = 0 \) in (12) or assuming isotropy in (13a)–(13c), we obtain

\[
\frac{1}{2} k^2 \mu(g) g^{-1} (1 - g^2) \left[ -g^{-1} \Phi_{n+1}^* + \Phi_{n-1}^* \right] - g^{-1} (1 + g^2) \Phi_{n-1}^* + g^* \Phi_{n+1}^* + \Phi_{n+2}^*,
\]

which is the standard 2D version of the GOY model.

**D. Disparate scale interactions**

The model in (12) can in principle include both local and nonlocal interactions. However, \( m_{max} \) as defined during the derivation of (8) is the largest possible value of \( m \) that gives \( \mu_m(g) > 0 \). One weakness of this approach is its inability to handle truly disparate scale interactions, due to a loss of resolution as \( n \) increases. This is seen in Fig. 3, at the smallest scales (largest \( k \)) that are visible in the domain. As the centers of the box fall outside the band, their contributions would be excluded. This becomes clear if one derives a disparate scale interaction shell model directly from (8), by taking \( h_0 \) (and \( \Phi_0 \)) to represent a dominant large scale mode, and assuming that the energy in \( k_0 \) is sufficiently large such that interaction with \( k_0 \) for any scale is more important than the interaction with \( k_1, k_2 \), etc. This gives

\[
\frac{1}{2} k^2 \mu(g) g^{-1} (\Phi_{n+m}^* h_{n+m}^* - h_{n+m}^* \Phi_{n+m}^*) + C_{loc},
\]

where \( C_{loc} \) denote local interactions. The model is somewhat reminiscent of the one discussed in Ref. [22], and assuming \( h \) is potential vorticity, it conserves potential enstrophy between disparate scale interactions. However, it is flawed in that it excludes interactions between \( h_0 \) and small enough scales for which \( \mu_m \) becomes negative. One way to fix this would be to define \( \mu_m \) using a point within the triangular region that remains within the interaction domain (see Fig. 4). Taking \( q^2 \approx \ell^2 \), for the equation for the large scale mode (i.e., \( \ell \)), and \( k^2 \approx \ell^2 \) for the equation for small scale mode when computing the angle gives

\[
\frac{\partial}{\partial t} \Phi_{n+1} = \frac{1}{2} \sum_{m=0}^{l} \left[ 4k^2 g^{-2} (\Phi_{n+1}^* \Phi_{n-1}^* - \Phi_{n+1} \Phi_{n-1}) \right] - \frac{1}{2} \sum_{m=0}^{l} \left[ 4k^2 g^{-2} (\Phi_{n+1}^* \Phi_{n-1}^* - \Phi_{n+1} \Phi_{n-1}) \right] + C_{loc},
\]

which becomes exactly the system given in Ref. [22]. In the case \( \Phi_{n+1} = q^2 \Phi_{q} \) and \( h_n = (1 + k^2) \Phi_{n+1} \), the exact solution becomes \( \Phi_n \propto k_n^{-1/2} \), which gives \( |\Phi_k|^2 \propto k^{-3}(1 + k^2)^2 \) as discussed in Refs. [22,42,43].

**E. Further generalization**

Consider (8). It describes a certain type of “nonlocal” interaction with a certain range \( m_{max} \) with the overall interaction coefficient \( \alpha_m = \sqrt{\mu_m(g)} g^{-1} \). On the other hand, Eqs. (14) and (15) describe very nonlocal interactions but with a different interaction coefficient since the area of the region describing these nonlocal interactions is smaller as shown in Fig. 4. In a more general sense, the equation can be written symbolically as

\[
\frac{\partial}{\partial t} h_n = F_n + D_n \frac{1}{N} \sum_{m=0}^{l} k^2 g^{-2} (\Phi_{n+1}^* \Phi_{n-1}^* - \Phi_{n+1} \Phi_{n-1}) + C_{loc},
\]

where \( \Phi_n^* = \Phi_{n+1}^* \Phi_{n+2} \Phi_{n+3} \) represents the complicated interaction term inside the curly brackets in (8) (with \( r_m, s_m \), and \( \ell_m \))

**FIG. 4.** Disparate scale interactions, and the points at which the coefficient \( \sin(\alpha_m - \alpha_q) \), etc., are be computed.
replaced by $r_{m,i,n+1,k,m}^w$, etc.). Here, the variable $w$ plays the role of $m_{\text{max}}$ for the second sum. Notice that $\mu_{m}^w$ as well as $r_{m,i,n+1,k,m}^w$ depend on the choice of $p$, $q$, and $k$ within each box shown in Figs. 3 and 4. Therefore, the sum over $w$ can be interpreted as a sum over subgrid elements. This generalization allows us to consider different interaction coefficients for different interaction ranges. This form corresponds to extending the sum in (8) to $N$ instead of $m_{\text{max}}$, and introducing weights for each term in the sum. If the weight function is simply $\alpha_{m}^w = \delta_{m_{\text{max}},w} \sqrt{m}$, we go back to the original system. When the weight function is smoother and more extended, it can represent the ratio of importance of local versus nonlocal versus disparate scale interactions. This formulation corresponds roughly to replacing the original integral in (8) by a particular quadrature in a logarithmically discretized space. The coefficients of such a quadrature may be computed uniquely for a given discretization. The details of such a calculation, however, are out of scope of this paper.

IV. NUMERICAL RESULTS

The general logarithmically discretized formulation of the initial fluid system as given in (8) is not very difficult to implement numerically. It is not very easy to run, however, since the result is a stiff set of ordinary differential equations (ODEs) on an exponentially coarse grid. It is essentially similar to a shell model with nonlocal interactions, but with important differences. Namely, that it can handle anisotropy, it has phase information and it includes a range of interactions which are automatically defined via the coarse graining resolution. The phase dynamics of the model depends on the existence of poloidal slices in $k$ space. Therefore, the numerical model must have a minimum poloidal resolution of about $N_0 = 8$.

In order to implement (8) numerically, we choose $D_i = (v k_n^2 + v_i k_n^-) h_i$, define $h_i = -k_n^2 \Phi_i$, (i.e., vorticity in two-dimensional Navier-Stokes equation). The forcing is implemented as

$$F_i = f_0 e^{-\frac{1}{25}(j - \frac{N}{2})^2 + (2\pi)^2 (n, n+1)},$$

which has an amplitude $f_0$, and is localized on the $k_y$ axis at shells $n, n+1$ with a poloidal width $\sigma$. Here, $\xi$ is a uniform random number between 0 and 1, and is updated every $10^3$ time steps. The model was implemented with a standard, fixed time step, fourth order Runge-Kutta solver using a c + + ODE library called odeint [44]. It is important to note that in order for $\mu_{m}$ to be positive, one has to choose $g < (1 + \sqrt{5})/2$, which is one of the common values selected for shell models. The isotropized wave-number spectra are presented in Fig. 5. The results for the case (we call it the case 1) $g = 1.56$, $N = 40$, $N_0 = 32$, $f_0 = 0.01$, $n_f = 20$, $\sigma = 0.4$, $v = 10^{-25}$, and $v_L = 10^3$, where we can use a time step of $h = 10^{-6}$, are presented in Fig. 6. This choice of $g$ gives $\mu_{m} \approx 2.5$ and $m_{\text{max}} = 0$. So, for this choice of parameters the model is anisotropic but actually only has local interactions.

The second case corresponds to the parameters $g = 1.26$, $N = 80$, $N_0 = 128$, $n_f = 40$ with the rest being the same, where we had to use a time step of $h = 10^{-7}$. This case basically covers the same $k$ range but with a finer resolution. This choice gives $m_{\text{max}} = 4$, and in order to have unique values for $r_m, s_m$, and $\ell_m$ (see Table I), we had to increase the poloidal resolution to $N_0 = 128$. Having sufficient resolution to distinguish these angles seems to be an important aspect for numerical stability. The results for $|\Phi_i^2|$ are given in Fig. 7.

The spectral energy density $E(k)$ is defined via the basic relation $\int E(k) dk = \sum_n E(k_n) \Delta k_n = \sum_n k_n^{2 \nu + \nu} \sum_n |\Phi_i^2|$, and in a logarithmic discretization $\Delta k_n \propto k_n$, we can write $E(k_n) = k_n^{2 \nu + \nu} \sum_i |\Phi_i^2|$ as the spectral energy density corresponding to the logarithmically discretized model. The results for the spectral energy density are basically the same for the two cases considered, as can be seen in Fig. 5. While the forward enstrophy cascade range gives $E(k_n) \propto k^{-3}$ as expected by Kraichnan-Kolmogorov prediction (even though the “cascade” aspect of this result is also questionable), the inverse energy cascade seems to be not correctly represented by logarithmically discretized model (as is the case with shell models), yielding a “shell-equipartition”

\begin{table}[h]
\centering
\caption{Values of $r_m, s_m, \ell_m$, and $\mu_m$ for the two cases that are considered.}
\begin{tabular}{|c|c|c|c|c|}
\hline
$m$ & $r_m$ & $s_m$ & $\ell_m$ & $\mu_m$ \\
\hline
Case 1 & 0 & 14 & 15 & 3 & 2.50 \\
Case 2 & 0 & 45 & 50 & 33 & 6.35 \\
1 & 46 & 53 & 29 & 9.85 \\
2 & 47 & 56 & 25 & 14.18 \\
3 & 49 & 59 & 20 & 17.94 \\
4 & 53 & 61 & 14 & 16.07 \\
\hline
\end{tabular}
\end{table}

![FIG. 5. Energy spectral density $E(k_n) \propto k^{-3}$ as function of $k_n$ for the low resolution local model, i.e., case 1 (blue) and the high resolution nonlocal model, i.e., case 2 (red) discussed in the text. Notice that while the forward enstrophy cascade range gives $E(k) \propto k^{-3}$ as expected by Kraichnan-Kolmogorov spectrum, the inverse energy cascade seems to be not correctly represented by logarithmically discretized model (as with shell models), yielding a “shell-equipartition” result of $E_n = |\Phi_n^2|^2 k_n^2 = KT$ or $E(k) \propto k^{-3}$.](image)
result of  \( E_n \propto \sum |\Phi_n|^2 k_n^2 = KT \) or  \( E(k_n) \propto k_n^{-1} \). This is already well known in shell models, and it seems that one needs a hierarchical-tree model to get around this issue [35,37].

Note that the fixed time step Runge-Kutta implementation can become numerically unstable for different parameters. It also seems rather difficult to parallelize (an initial attempt to parallelize using OpenMP leads to serious degradation of performance). However, the aim here is not to present a competitive numerical implementation of the model, but rather a proof of principle that demonstrates the feasibility of its numerical implementation.

V. RESULTS AND CONCLUSION

We have developed what we call an LDM, a model which uses logarithmic discretization of the wave-number magnitude similar to shell models, while allowing for anisotropy and phase dynamics via poloidal discretization in \( k \) space, for 2D turbulence. Even though the model includes only a reduced subset of all possible interactions, it can account for nonlocal interactions up to a finite range. Such a model can resolve an inertial range of many decades, with a reasonable resolution in the poloidal direction (see Figs. 6 and 7) on a single cpu over a few days.

While in this paper we considered the basic two-dimensional Navier-Stokes equation, variations of such a model (with additional linear terms) can be used for different physical problems such as geophysical turbulence, turbulence in strongly rotating fluids, rotating convection, and turbulence in strongly magnetized plasmas. The derivation outlined in this paper is applicable to those systems simply by replacing \( h \) with corresponding fluid quantities, and in particular the potential vorticity.

For the two-dimensional Navier-Stokes equation, the model gives isotropic 2D turbulence spectra, even when it is forced anisotropically. The results seemed to agree well with the Kraichnan-Kolmogorov spectrum of  \( E(k) \propto k^{-3} \) for the forward enstrophy cascade range, while a shell-equipartition energy spectrum was observed for the large scales in the form of  \( E(k) \propto k^{-1} \) instead of the inverse energy cascade in accordance with the results of Ref. [35], suggesting that the model is useless as it is, for a direct study of turbulence in 2D fluids. While this is rather discouraging, such models are being used as underlying elements in various more complex models, such as multishell models [36] or hierarchical tree models [37], as well as models that rely mainly on disparate scale interactions [22]. The derivation and the numerical implementation given here are therefore very useful for the development of such tools in cases where anisotropy may be an important feature. Also, a similar approach based on a particular discretization of the Fourier space (i.e., for example a discretization using regular dodecahedron-icosahedron compounds instead of spherical shells [45]) may provide the possibility of extending the current formulation to three dimensions in the future, where the problem of shell equipartition overwhelming the nonlinear cascade should not exist.

We have also shown that the LDM can be reduced under some assumptions to various generalized shell models which were previously written based on conservation laws. In particular, it was shown that the nonlocal shell model of Plunian [40], the anisotropic 2D shell model of Gurcan and Grappin [41], and the GOY model and its variations can all be obtained as limiting cases of the LDM discussed in this paper. It was also shown that disparate scale interactions can be added, and a generalization of the LDM can be proposed where another sum can be introduced over interaction ranges, with different weights for each interaction range.
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APPENDIX: LOGARITHMIC DISCRETIZATION AND FOURIER TRANSFORMS

Logarithmic discretization is introduced and used in the main text without mathematical rigor. Here, we attempt to demonstrate that it corresponds to a change of variables of the form \( k = \kappa e^{\alpha \theta} \), where \( \kappa \) becomes the variable of integration in the Fourier transform and establishing the connection to the concept of logarithmic Fourier transform.

Consider the Fourier transform in two dimensions
\[
h(k) = \int h(x) e^{-ik \cdot x} \, dx
\]
with its inverse transform
\[
h(r, \theta) = \frac{1}{(2\pi)^2} \int h(k, \alpha) e^{i k r \cos(\alpha - \theta)} \, dk \, d\alpha.
\] (A1)

Substituting
\[
h(k) = (2\pi)^2 \sum_{n,m} h_{n,m} \frac{\delta(k - \kappa_0 g^n)}{\kappa} \frac{\delta(\alpha - \frac{2\pi}{N_0} m)}{N_0}.
\] (A2)

we obtain the logarithmic discretization of \( h(k) \). Notice that it is actually based on the transformation \( k = \kappa_0 e^{\theta} \), with a linear discretization in \( \kappa \to \kappa_0 = n \ln \kappa \) and \( \alpha \to \alpha_m = 2\pi m/N_0 \). Apparently, one can obtain the real field on a logarithmically discretized radial coordinate using a particular inversion algorithm [46].

Note that by taking the continuous Fourier transform of (1),
\[
\frac{\partial}{\partial t} h(k, t) = F(k) - D(k)
\]
\[
+ \frac{1}{(2\pi)^2} \int d^2 p \int d^2 q (\hat{p} \cdot \hat{q})
\]
\[
\times \delta(k + p + q) \Phi^*(p, t) h^*(q, t),
\] (A4)

substituting (A3) for \( h \) and \( \Phi \) in (A4) and integrating over one grid element, we obtain the general form
\[
\frac{\partial}{\partial t} h_{\kappa, \alpha} = \sum_{\Delta} pq \sin(\alpha q - \alpha_p) \Phi_{p, \alpha} h_{q, \alpha_p} + F_k - D_k,
\]

where the notation \( \Delta \) for the sum indicates sum over triangles as discussed in the main text. While this has the same form as the discrete sum that results from a bounded system, it already implies a logarithmic grid.

Finally, in order to obtain the real field, we have to compute the inverse Fourier transform. If we substitute (A3) into (A2),
\[
h(r, \theta) = \sum_{n,m} h_m^e e^{i k_r \cos(\alpha_m - \theta)},
\]

which we can compute directly using the coefficients \( h_m^e \) of the model. This can then be plotted on a regular spatial grid of desired resolution.